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Abstract—Emulation platforms supporting Virtual Network
Functions (VNFs) allow developers to rapidly prototype network
services. None of the available platforms, however, supports
experimenting with programmable data planes to enable VNF
offloading. In this demonstration, we show FOP4, a flexible
platform that provides support for Docker-based VNFs, and
VNF offloading, by means of P4-enabled switches. The platform
provides interfaces to program the P4 devices and to deploy
network functions. We demonstrate FOP4 with two complex
example scenarios, demonstrating how developers can exploit
data plane programmability to implement network functions.

I. INTRODUCTION

Network Function Virtualization (NFV) aims to improve the
flexibility and manageability of networks. It transforms legacy
(hardware-based) network functions into software components
that can be executed on low-cost off-the-shelf servers using
virtualization technologies. Those Virtualized Network Func-
tions (VNFs) can be developed much faster than hardware
appliances and be rapidly prototyped in emulation-based plat-
forms, like Containernet [1]. However, the packet processing
performance of virtual machines (VMs) or containers is of-
ten limited and an interesting option is that of accelerating
it by offloading packet processing tasks to the data plane.
Programmable data planes [2], [3] allow to exploit network
devices to implement tasks different from the mere packet
forwarding. VNFs can be partially or even fully offloaded
directly to the network data plane. P4 [4] is the reference
programming language for network data planes and several use
cases of VNF offloading, exploiting P4, have been proposed
[5], [6]. However, the availability of prototyping platforms
to ease the realization of such scenarios is still limited and
existing prototyping platform lack support for offloading tech-
nologies [1], [7], [8].

In this demonstration, we show FOP4 [9], a proto-
typing platform that supports the execution of hybrid P4
and container-based VNFs. The proposed platform provides
support for P4 software switches and containerized VNFs
(Docker) combined with Mininet functionalities, such as sim-
ulated link delays or loss. With this platform, VNF and service
developers can implement and locally test hybrid, chained
network services consisting of both container-only VNFs as
well as VNFs that offload tasks to the P4-programmable data
plane.

During our demonstration, two scenarios of hybrid/acceler-
ated VNF deployments are shown. The first one is the hybrid
Intrusion Detection System (IDS) scenario that exploits the

programmable data plane to implement the load balancing
function, while the IDS is left as a Docker container. The
second one is an extended In-band Network Telemetry (INT)
scenario [10] in which we show how we can use both P4
switches as well as container-based VNFs to collect in-network
statistics.

II. THE FOP4 PROTOTYPING PLATFORM

The objective of our platform is to provide a rapid proto-
typing environment to implement VNF offloading use cases
without needing to deploy a real system. We decided to start
from a previous work of some of the authors, Containernet [8]
(a fork of the Mininet emulation platform), because it already
supports (Docker) container-based VNFs. FOP4 extends this
platform to support the execution of BMv2 (Behavioral Model
version 2) software switches together with Open vSwitch
(OVS) or other user-space switches. BMv2! is the reference
P4 software switch developed by the P4.org consortium.

FOP4 integrates the BMv2 P4 switch exploiting two dif-
ferent interfaces: A P4Runtime-based’ and a Thrift-based
interface. P4Runtime allows controlling the P4 switch using
the ONOS controller while the Thrift-based interface allows to
program and modify the switch configuration with a Command
Line Interface (CLI). Both interface options are supported by
FOP4 through a simple Python API which allows to add
P4 switches to the emulated scenarios using a single line
of Python code. Examples for this are, together with the
implementation of the two demonstration scenarios, publicly
available on GitHub?.

To be fully compliant with Containernet we also support
adding new interfaces at runtime to the P4 switch through
Containernet’s Python APIs. In this way VNFs can be added
even after the emulated network has been started (e.g., to scale
up a service). To simplify the development of complex VNF
offloading use cases, we also extend the MiniEdit GUI adding
support for the P4 BMv2 switch as we will show in the demo.

III. DEMONSTRATION

Our demo shows how developers can use FOP4 to quickly
prototype and run container-based VNFs, offloading some
tasks to the P4 data plane. The entire platform is installed on
a single computer on which the live demo will be executed.

'BMv2 repository: https://github.com/p4lang/behavioral-model
2P4Runtime repository: https:/github.com/p4lang/PI
3FOP4 repository: https://github.com/ANTLab-polimi/FOP4
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Fig. 1: Example architecture of scenario 1: Hybrid IDS im-
plemented as a combination of P4 switches and differently
configured IDS containers

A. Demonstration Scenarios

The demo uses two different real-world scenarios. The first
scenario is called hybrid IDS and is shown in Fig. 1. It
demonstrates how an IDS can use offloading technologies and
be partially implemented in the data plane using P4 while
keeping some parts of its functionality as normal software
components executed in containers. The main idea of this
scenario is to use the data plane as a smart load balancing
function that distributes traffic to a couple of container-based
IDS VNFs that do the actual rule matching. In contrast to
naive load balancing approaches, which equally distribute the
traffic among similar IDS instances, we use the data plane
to pre-classify the traffic and send flows to a particular IDS
instance. This allows us to optimize the rules in each of the
IDS instances for a certain kind of traffic. For example, some
IDS instance might be optimized to analyze HTTP traffic,
others to analyze incoming SSH connections. In this way, not
every IDS instances need to match the complete rule set and
the overall system load can be reduced.

The second scenario shows an extended In-band Network
Telemetry use case. It implements in-band network telemetry
scenario in which network telemetry information is not only
captured on data plane elements, i.e. the P4 switches, but
also from container-based legacy VNF implementations. This
allows to inject telemetry statistics coming from VNFs directly
into the stream of packets flowing in the network. The statistics
can be CPU and memory usage, timestamps etc. and they can
be leveraged, for example, to decide when to scale up or down
a Network Function. In this use case, P4 is used to implement
INT into the P4 switches, while the VNFs are implemented as
docker containers running a Python script to inject statistics
into the packets. This use case is presented using a deployment
of four P4 switches and two container-based VNFs.

B. Demonstration Steps

The following steps will be performed during the live demo:

Step 1 (development): Show and describe the used VNFs as
well as the used P4 programs.

Step 2 (composition): Use Containernet’s GUI and Python
APIs to compose the scenarios, e.g., shown in Fig. 1.

Step 3 (instantiation): Instantiate the scenarios on top of
FOP4, including the automatic deployment and config-
uration of container-based VNFs and P4 programs.

Step 4 (interaction): Use a web browser to access a video
streaming service through the deployed network service.

Step 5 (stressing): Use traffic generators to stress the scenario
and to validate them.

IV. CONCLUSION

We demonstrated FOP4 a new prototyping platform that
allows VNF developers to implement offloading use cases
exploiting programmable data planes via P4 enabled devices.
We demonstrate two examples of offloading use cases which
can be implemented in our framework exploiting both pro-
grammable network devices and Docker-based VNFs. FOP4
can be used as a prototyping platform by NFV researchers and
VNF developers that want to implement network functions
that exploit the programmability of the data plane without
deploying a costly physical testbed in the initial phase of
experimentation. FOP4 is released as open source software
and available on GitHub.
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