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Abstract: The first order optimality conditions of optimal control problems (OCPs) can
be regarded as boundary value problems for Hamiltonian systems. Variational or symplectic
discretisation methods are classically known for their excellent long term behaviour. As
boundary value problems are posed on intervals of fixed, moderate length, it is not immediately
clear whether methods can profit from structure preservation in this context. When parameters
are present, solutions can undergo bifurcations, for instance, two solutions can merge and
annihilate one another as parameters are varied. We will show that generic bifurcations of
an OCP are preserved under discretisation when the OCP is either directly discretised to a
discrete OCP (direct method) or translated into a Hamiltonian boundary value problem using
first order necessary conditions of optimality which is then solved using a symplectic integrator
(indirect method). Moreover, certain bifurcations break when a non-symplectic scheme is used.
The general phenomenon is illustrated on the example of a cut locus of an ellipsoid.
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1. INTRODUCTION

There are two main strategies to discretise optimal control
problems (OCPs): direct and indirect methods. In direct
methods the OCP is approximated by a discrete optimisa-
tion problem, which is then solved using techniques from
nonlinear programming. In indirect methods first order
necessary conditions for optimality are calculated for the
OCP. These have the structure of a boundary value prob-
lem for a Hamiltonian system (Pontryagin’s principle).
The boundary value problem is solved numerically using
methods such as shooting algorithms or implicit solvers
for the fully discretised problem. For this, Hamilton’s
equations need to be discretised. If a symplectic parti-
tioned Runge-Kutta method is used, then the scheme is
mathematically equivalent to a direct method, in which the
state equation is integrated with the underlying Runge-
Kutta method. If, on the other hand, a non-symplectic
integrator is used, then the scheme cannot be obtained
as a direct discretisation method (Ober-Blöbaum et al.,
2011).

While there is some mathematical beauty in the fact that
forming first order necessary conditions for optimality and
discretisation commutes, provided that a symplectic inte-
gration scheme is used, any practical relevance of structure
preservation in this context may not be immediately clear.
Indeed, it has been argued that for OCPs symplectic inte-
grators have no advantages over non-symplectic schemes
with the exception of some special cases (Chyba et al.,
2009). However, in this paper we show that using struc-
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ture preserving integration schemes can be crucial when
bifurcation phenomena occur.

Solutions to first order necessary conditions of parameter-
dependent OCPs may not be unique but bifurcate as
parameters are varied: for instance, two solutions can
merge and annihilate one another or three solutions can
interact. More specifically, we will focus on families of
OCPs where a cost function

S(u;µ) =

∫ tN

t0

L(q(t), u(t);µ)dt (1)

is extremised subject to a state equation

q̇ = f(q, u;µ), q(t0) = q0(µ), q(tN ) = qN (µ) (2)

among all admissible controls u. Here µ ∈ Λ is the
parameter of the family of OCPs and Λ is the parameter
space. The parameter is fixed during optimisation.

An analysis of the bifurcation behaviour of solutions to
OCPs helps to determine for which parameter values a
unique optimal solution exists and in which parameter
ranges there are several solutions which fulfil first order op-
timality conditions. These bifurcation phenomena should
be contrasted to bifurcations analysed in the literature
related to branching due to low regularity (Kogan, 1986).
Here, we restrict to a description of bifurcation phenomena
of regular solutions which do not interact with boundaries
of the state or control space.

The main example of the paper is the computation of
shortest paths connecting two points q0 and qN on an
ellipsoid. There can be several connecting curves which
extremise the length functional on an ellipsoid. These
are geodesics. We will formulate the problem of finding
geodesics starting at q0 as a family of optimal control



Fig. 1. The plots show generic behaviour of critical points
of functions rµ : Rk → R when parameters µ are
varied. From left to right, top to bottom we see models
for fold, cusp, swallowtail, hyperbolic umbilic, and
elliptic umbilic bifurcations. The most singular points
are marked by ∗. They are persistent under small
perturbations of rµ. See Offen (2019) for animations.

problems, where the parameter µ is given by the end point
qN . As qN is varied while q0 is kept fix, the solutions
bifurcate. The set of qN , for which a bifurcation takes
place, forms the cut locus to q0. We will use popular
discretisation methods from optimal control theory to
compute cut loci and demonstrate that direct methods as
well as indirect methods in combination with symplectic
integrators resolve the loci correctly while non-symplectic
integrators make qualitative errors.

Classical catastrophe theory considers the bifurcation be-
haviour of critical points of smooth, parameter dependent
functions rµ : Rk → R, where µ ∈ Rl is a parameter. Stable
bifurcations have been classified, see, for instance (Arnold
et al., 1998). Figure 1 shows the first five elementary
catastrophes. We relate bifurcations of solutions to first or-
der necessary conditions of OCPs to classical catastrophe
theory and explain why only direct methods and indirect
methods in combination with symplectic integrators can
preserve all stable bifurcations under discretisation.

The article is structured as follows. To exemplify the the-
oretical aspects of this work and to show their significance
for optimal control theory, we introduce the main example
of the paper, the computation of cut loci, and provide
an optimal control formulation of the problem in section
2. In section 3 we apply typical discretisation schemes
to the optimal control formulation. Section 4 contains a
numerical experiment, in which the conjugate locus of
an ellipsoid is computed with the different discretisation
schemes. The experiment demonstrates that some discreti-
sation approaches preserve important qualitative aspects
of the conjugate locus, while others break them. That
the observed behaviour is prototypical for a large class
of OCPs and discretisation schemes is proved in section 5.
The section, furthermore, connects bifurcations in OCPs
to one of the authors’ classification results for bifurcations
in Hamiltonian boundary value problems (McLachlan and
Offen, 2018a, 2019, 2020; Offen, 2020), on which this work
is based. Section 6 summarises the findings.

2. GEODESICS ON SUBMANIFOLDS AS OPTIMAL
CONTROL PROBLEMS

To prepare the computation of cut loci, we formulate
the geodesic equation on Riemannian submanifolds as
variational problems and OCPs.

2.1 Variational formulation

Consider a submanifold M ⊂ Rn given as the zero level
set M = g(0) of a smooth function g : Rn → Rm, where
m ≤ n and the Jacobian matrix of g at each point in M is
of maximal rank. Let ‖·‖ denote the Euclidean norm in Rn.
A curve q ∈ C∞([0, 1],M) ⊂ C∞([0, 1],Rn) is a geodesic
on M that connects q(0) = q0, q(1) = qN for q0, qN ∈ M
if the length functional

S(q) =
1

2

∫ 1

0

‖q̇(t)‖2dt

is stationary at q among all curves of C∞([0, 1],M) con-
necting q0 and qN . More precisely,

δS(q)(v) = lim
ε→0

1

ε
(S(q + εv)− S(q)) = 0

for all v ∈ C∞([0, 1],M) with v(0) = 0 = v(1). Equiv-
alently, q ∈ C∞([0, 1],Rn) with q(0) = q0, q(1) = qN is
a geodesic on M if there exists a Lagrangian multiplier
λ ∈ C∞([0, 1],Rm) such that (q, λ) is a stationary point of
the extended functional

S̄(q, λ) =

∫ 1

0

(
1

2
‖q̇(t)‖2 − g(q(t))>λ(t)

)
dt,

i.e. δS(q, λ)(v, w) = 0 for all variations v ∈ {v ∈
C∞([0, 1],Rn) | v(0) = 0 = v(1)} and w ∈ C∞([0, 1],Rm).
Here, g(q(t))> denotes the transposition of g(q(t)).

Using partial integration and the fundamental theorem of
variational calculus on the condition δS(q, λ)(v, w) = 0
shows that state and Lagrangian multiplier (q, λ) consti-
tute a stationary point of S if and only if the boundary
conditions and constrained Euler-Lagrange equations

q̈ = −g′(q)>λ, g(q) = 0, q(0) = q0, q(1) = qN (3)

are fulfilled.

2.2 Optimal control formulation

The variational principle δS = 0 or the constrained
equations (3) could be discretised directly. However, we
would like to analyse which discretisation strategies for
OCPs preserve qualitative aspects of the solution space
to OCPs, which admit several extremal solutions. To
generate an example which is simple on the one hand but
rich enough on the other hand to exhibit the considered
phenomena, we will cast the problem of finding geodesics
as an OCP as follows.

A cost functional

J(u, λ) =

∫ 1

0

(
1

2
‖u(t)‖2 − g(q(t))>λ(t)

)
dt

is extremised among all controls (u, λ) ∈ C∞([0, 1],Rn ×
Rm) with associated states q ∈ C∞([0, 1],Rn) that fulfil
the state equation

q̇ = u, subject to q(0) = q0, q(1) = qN .



Proposition 1. To any optimal control (u, λ) ∈ C∞([0, 1],
Rn×Rm) and its associated state trajectory q there exists
a costate trajectory p such that

q̇ = u, ṗ = −g′(q)>λ (4)

subject to the algebraic constraints

g(q) = 0, p = u (5)

and the boundary conditions q(0) = q0, q(1) = qN .

Proof. By Pontryagin’s principle (Liberzon, 2012) there
exists a scalar p0 ≤ 0 and a costate trajectory p : [0, 1] →
Rn with (p0, p) 6= (0, 0) such that the optimal control
(u, λ) and its associated state trajectory q fulfil Hamilton’s
equations

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
(6)

for the Hamiltonian

H(q, p, u, λ) = p>u+ p0

(
1

2
‖u‖2 − g(q)>λ

)
and, as the optimal control variables (u, λ) are assumed
to take values in the open set Rn × Rm, the optimality
condition ∂H

∂(u,λ) = 0 holds. In particular

0 =
∂H

∂u
= p+ p0u.

If the abnormal multiplier p0 is zero, then p ≡ 0 which
contradicts the non-triviality condition (p0, p) 6= (0, 0).
After rescaling, if necessary, we can assume p0 = −1.
Now (4) and (5) are obtained from (6) and the optimality
condition ∂H

∂(u,λ) = 0. 2

Relations (4) and (5) constitute first order necessary
conditions for optimal controls (u, λ) ∈ C∞([0, 1],Rn ×
Rm). This yields the following constrained boundary value
problem for optimal state and costate trajectories:

q̇ = p, ṗ = −g′(q)>λ
g(q) = 0, q(0) = q0, q(1) = qN .

(7)

Notice that (7) recovers (3).

3. DISCRETISATION

We now apply several popular discretisation schemes to
the different formulations of the geodesic problem.

3.1 Discrete Euler-Lagrange equations

We discretise the action S to

S∆ =
1

2

‖q1 − q0‖2

∆t
+

N−1∑
k=1

(
1

2

‖qk+1 − qk‖2

∆t
−∆tg(qk)>λk

)
,

(8)
where ∆t > 0 is a discretisation parameter. The values
(qk, λk) ∈ Rn × Rm are interpreted as an approximation
to (q(k∆t), λ(k∆t)) for k = 1, . . . , N − 1. The values q0

and qN are determined by the boundary condition. An
extremum {(qk, λk)}N−1

k=1 fulfils

0 =
∂S∆

∂qk
= −qk+1 − 2qk + qk−1

∆t
−∆tg′(qk)>λk

0 =
∂S∆

∂λk
= −g(qk)

with k = 1, . . . , N − 1. This induces a scheme in which
qk+1 can be computed from qk and qk−1 by solving the
n+m-dimensional system

0 =
qk+1 − 2qk + qk−1

∆t
+ ∆tg′(qk)>λk, 0 = g(qk+1) (9)

for qk+1 and λk. If q0 and qN are given, then a collection
of the formulas (9) with k = 1, . . . , N − 1 together with
g(q1) = 0 constitutes an (N − 1)(n + m)-dimensional
system of nonlinear equations 1 which can be solved nu-
merically with an iterative method. However, to reduce
dimensionality shooting methods are usually preferred: for
fixed q0, an iteration of (9) for k = 1, . . . , N − 2 yields
a map q1 7→ (qN−2, qN−1). A composition with the map
(qN−2, qN−1, λN−1) 7→ qN with

qN = 2qN−1 − qN−2 −∆t2g′(qN−1)>λN−1

yields a map ψ : (q1, λN−1) 7→ qN . To given qN , the
value q1 can be computed numerically from the n + m-
dimensional system ψ(q1, λN−1) − qN = 0, g(q1) = 0.

Finally, obtain {qk}N−1
k=1 from (9).

If, on the other hand, instead of the boundary values
q0 and qN an initial state q0 and momentum p0 (corre-
sponding to tangential velocity) are given, then q1 can be
obtained by a discrete Legendre transformation (Marsden
and West, 2001) by solving

p0 =
q1 − q0

∆t
+ g′(q0)>λ̃0, g(q1) = 0

for q1 and the Lagrange multiplier λ̃0. Afterwards, {qk}Nk=1
are obtained from (9).

3.2 Indirect method with symplectic discretisation

We discretise (7) by a symplectic integrator, for instance,
the symplectic Euler-Method:

qk+1 = qk + ∆tpk

pk+1 = pk −∆tg′(qk+1)>λk+1, 0 = g(qk+1)

In the above scheme, the variables pk can be eliminated
such that

qk+1 − 2qk + qk−1

∆t
+ ∆tg′(qk)>λk = 0.

The scheme is, therefore, equivalent to (9). The values for
pk can be computed in a post-processing step, if required.

3.3 Indirect method with non-symplectic discretisation

We discretise (7) by the (non-symplectic) explicit midpoint
rule:

qk+1 = qk + ∆t

(
pk −

∆t

2
g′(qk)>λk

)
, 0 = g(qk+1)

pk+1 = pk −∆tg′
(
qk +

∆t

2
pk

)>
λk

(10)

We will see later that this scheme is not equivalent to (9)
because it has different preservation properties.

1 The condition g(qk+1) = 0 is removed from the last instance k = N
of (9) as it is fulfilled by assumption.



Fig. 2. The cut locus C on a 2-dimensional ellipsoid E
with respect to a point q0 ∈ E marked by ∗. Denote
the connected components of E \ C by E0 and E1

such that q0 ∈ E0. To any point q1 ∈ E1 there are
three geodesics connecting q0 with q1 with length at
most by 3

2π, while there is only one such geodesic if
q1 ∈ E0. As q1 is moved from E1 to E0 through a line
of C, two of the geodesics merge and annihilate (fold
bifurcation). If q1 is moved through one of the four
corners of C, three of the geodesics merge into one
in a cusp bifurcation. If q0 is in general position, C
always consists of four cusps connected by fold lines
(Itoh and Kiyohara, 2004).

3.4 Karush–Kuhn–Tucker condition (direct method)

When using the Karush–Kuhn–Tucker condition (KKT)
for discretisation, we do not discretise the first order
optimality conditions (7) but discretise the cost functional
J first and then derive first order optimality conditions for
the discrete OCP (direct method). For this, we first apply
a numerical method to the state equation q̇ = u. The Euler
method yields qk+1 = qk+∆tuk. Next, the cost functional
J is discretised to

J∆ =

N−1∑
k=0

1

2
‖uk‖2 − g(qk)>λk + µ>k (qk+1 − qk −∆tuk),

where the discretised state equation has been incorporated
into the discrete action using Lagrange multipliers µk.
Then J∆ is extremised. We obtain

0 =
∂J∆

∂µk
= qk+1 − qk −∆tuk, 0 =

∂J∆

∂uk
= uk −∆tµk

0 =
∂J∆

∂qk
= −g′(qk)>λk − µk + µk−1, 0 =

∂J∆

∂λk
= −g(qk)>.

for k = 1, . . . , N − 1. Eliminating uk = ∆tµk and µk =
(qk+1 − qk)/∆t2 we can recover the scheme (9).

4. NUMERICAL EXPERIMENT

The shortest path that connects two points on a (complete
and connected) Riemannian manifold is always a geodesic.
Moreover, each geodesic γ : [0, T ] → M is locally length
minimising, i.e. there exists an ε > 0 such that for all
t ∈ [0, ε) the geodesic γ is the shortest path connecting
γ(0) with γ(t). If ε is maximal with the property that
γ|[0,ε) is length minimising, then γ(ε) is a conjugate point
to γ(0). The set of all conjugate points to a reference point
q0 is referred to as the cut locus to q0 (see (Flaherty and
do Carmo, 1992) for exact definitions). The cut locus of a
2-dimensional ellipsoid in R3 is displayed in figure 2.

A computation of a cut locus to a point q0 on a Riemannian
manifold M given as a level set of a smooth function g
proceeds as follows.

• Given a step-size ∆t > 0 and N ∈ N such that
1 = ∆tN the scheme (9) provides a map M 3

Fig. 3. The first figure shows the critical set C0 and the
second figure the conjugate locus of a 3-dimensional
ellipsoid. Each point on the sheets corresponds to
a (preimage of a) fold singularity. The solid lines
correspond to (preimages of) lines of cusp singular-
ities. At the points marked by ∗ there are umbilic
singularities which we investigate closer in figure 4.
The cusp lines and locations of umbilic singularities
have been computed using techniques from (Kreusser
et al., 2020; McLachlan and Offen, 2018b)

q1 7→ qN ∈ M . An open neighbourhood of q0 ∈ M
can be identified with an open neighbourhood O of
0 ∈ Rm−n such that the scheme induces a computable
map φ : O → M . The map φ corresponds to an
expression of the classical geodesic exponential map
in a chart.

• We compute the set of critical points C0 ⊂ O of φ.
For this, we consider the determinant detφ′ of the
Jacobian φ′ of φ, whereas the Jacobian of φ is com-
puted using automatic differentiation. The critical set
C0 can be computed by evaluating φ on a mesh on O
and then using a level-set method (such as contour or
isosurface from Python’s plotly package or MAT-
LABs contourf or isosurface). Alternatively, C0

can be computed by a level set continuation method
such as pseudo-arclength continuation, if C0 is one-
dimensional, or by manifold continuation methods
(Krauskopf et al., 2007).

• The critical set C0 is mapped with φ to the set of
critical values C, which is the cut locus.

• Additionally, highly degenerate points within C0

(such as cusps, swallowtail points, etc.) can be com-
puted using techniques such as those developed by
one of the authors in (Kreusser et al., 2020).

Figure 3 shows the conjugate locus with respect to a
typical point of a three-dimensional ellipsoid considered
as a submanifold of R4. Only the first three components
x0, x1, x2 are plotted. The last component x3 can be re-
covered from x0, x1, x2. A theoretical description of the
structure of loci of high-dimensional ellipsoids has recently
been given in (Itoh and Kiyohara, 2020). Numerical com-
putations on a normal form of a high-dimensional ellipsoid
can be found in (Joets and Ribotta, 1999).

Figure 4 shows (rotated) close-ups of the cut locus near
one of the hyperbolic umbilic points. Only the variational
scheme (9) correctly captures the hyperbolic umbilic bi-
furcation. The non-variational method (10) breaks the
bifurcation, contains an artificial hole, and two spurious
highly degenenerate points at the locations where the line
of cusp bifurcations touches the sheet of folds. The struc-
tural error of the non-variational scheme can also be seen
in the computed critical sets C0, i.e. the preimage on the
locus. While the first plot of figure 5 corresponding to the
variational scheme correctly shows two sheets intersecting
in one point, in the second plot two sheets connect along



Fig. 4. The plots show the conjugate locus close to an
umbilic bifurcation point. While the top figure was
obtained by the variational scheme (9), the other two
plots correspond to an experiment with (10). While
the locus to (9) correctly shows a hyperbolic umbilic
bifurcation, the locus to (10) is broken and contains
an artificial hole and does not contain a hyperbolic
umbilic singularity. Indeed, the most singular point
marked by ∗ corresponds to a simple fold singularity
rather than an umbilic singularity. See Offen (2019)
for animations that have been obtained by investigat-
ing normal forms of classical catastrophes.

Fig. 5. The plots show the preimage C0 of the conjugate
locus close to an umbilic bifurcation point. The left
figure was obtained by the variational scheme (9) and
correctly shows two tangentially intersecting sheets.
The right figure was obtained by the non-variational
scheme (10) and does not capture the situation well.

a circle. This demonstrates the significance of structure
preservation for the computation of solutions to variational
problems such as OCPs when bifurcations occur. Source
code is available in (Offen, 2021).

5. THEORETICAL CONSIDERATIONS

We will now develop a theoretical framework to predict
which local bifurcations occur generically in parameter
dependent OCPs and to explain the different behaviour of
symplectic and non-symplectic discretisation schemes. Us-
ing Pontryagin’s principle, the local bifurcation behaviour
of regular solutions to necessary conditions of OCPs will
be translated to the bifurcation behaviour of solutions to
Hamiltonian boundary value problems, which are related
to catastrophy theory (McLachlan and Offen, 2018a; Of-
fen, 2020). In a neighbourhood of a smooth solution the
infinite-dimensional setting of OCPs is, thus, reduced to a
setting to which finite-dimensional theory applies.

Let the state space be given by a smooth manifold M
without boundary and let the control space U and pa-
rameter space Λ be open subsets U ⊂ Rl, Λ ⊂ Rk. For
a given parameter µ ∈ Λ we consider the extremisation
of the cost function S from (1) among smooth controls

u ∈ C∞([t0, tN ], U) subject to the state equation (2). The
parameter µ is fixed during the extremisation process.
Here q0(µ), qN (µ) ∈ M and for each u ∈ U the func-
tion f(·, u;µ) : M → TM is a smooth vectorfield on M .
Moreover, L is smooth and all data depends smoothly on
the parameter µ. Let π : T ∗M →M denote the cotangent
bundle projection and let 〈·, ·〉 be the pairing of T ∗M
and TM . Assume that for µ∗ ∈ Λ there exists a control
u∗ ∈ C∞([t0, tN ], U) with associated state space trajectory
q∗ ∈ C∞([t0, tN ],M) which extremises S(·;µ∗). By Pon-
tryagin’s principle (Barbero-Liñán and Muñoz-Lecanda,
2008) there exists an abnormal multiplier p∗0 ≤ 0 and a
costate trajectory α∗ : [t0, tN ] → T ∗M with π(α∗) = q∗

and (p∗0, α
∗) 6= (0, 0T∗M ), where 0T∗M is the zero section

in T ∗M , such that α∗ is a trajectory of the Hamiltonian
vectorfield XHu∗,µ∗ defined by the Hamiltonian H : T ∗M×
U × Λ → R, H(α, u;µ) = 〈α, f(q, u;µ)〉 + p0L(q, u;µ). In
other words, the Hamiltonian boundary value problem

d

dt
α(t) = XHu,µ(α(t))

π(α(t0)) = q0(µ), π(α(tN )) = qN (µ)
(11)

is fulfilled for (α, u;µ) = (α∗, u∗;µ∗). Here XHu,µ denotes
the Hamiltonian vectorfield to the Hamiltonian Hu,µ(α) =
H(α, u;µ). Moreover, since the controls u take values in
the open set U ⊂ Rl, the optimality condition

∂H

∂u
(α(t), u(t);µ) = 0, ∀t ∈ [t0, tN ] (12)

holds true for (α, u;µ) = (α∗, u∗;µ∗). The Hamiltonian
boundary value problem (11) and the optimality condition
(12) constitute first order necessary conditions for the
OCP (1).

Theorem 2. Assume that the Hessian matrix ∂H
∂ui∂uj is

invertible. All stable, local bifurcations of smooth solutions
to the first order necessary conditions with an abnormal
multiplier p0 6= 0 of the OCP (1) are governed by catas-
trophe theory. Direct discretisation methods for OCPs as
well as symplectic discretisation methods for the first order
necessary conditions preserve all stable bifurcations.

Remark 3. • As the constraint considered in the OCP
for the computation of a conjugate locus of a 3-
dimensional ellipsoid M is holonomic, the problem is
equivalent to a problem covered by theorem 2, where
the ellipsoid is the manifold M . The parameters
enters only in the boundary condition q(tN ) = qN (µ),
where qN : Λ→M is a local chart of M with Λ ⊂ R3.

• Stability in this context means that the bifurcations
are persistent under small perturbations of the nec-
essary condition (11) within the class of Hamiltonian
boundary value problems, or, slightly more generally,
the class of boundary value problems for symplectic
maps. Admissible perturbations of the OCP (1) in-
clude small perturbations of the state equation, the
Lagrangian L as well as the boundary condition for
q (whereas care needs to be taken if the perturbed
boundary condition is allowed to involve q̇, which
leads to the notion of Lagrangian boundary condi-
tions (Offen, 2020)).

• The non-degeneracy assumption on ∂H
∂ui∂uj only needs

to hold in a tubular neighbourhood of the graph of a
solution (α∗, u∗;µ∗) for the theorem to hold close to
(q∗, u∗;µ∗).



• If the state space M or the control space U contain
boundaries, then the theorem can be applied locally
by restricting to a tubular neighbourhood of the
graph of (q∗, u∗;µ∗) if the image of the curves q∗,
u∗ do not intersect with the boundaries.

Proof. Let (α∗, u∗;µ∗) be a solution to the first order
necessary conditions (11) and (12). Applying the im-
plicit function theorem to ∂H

∂u (α, u;µ) = 0, there ex-
ists a unique function ū depending on (t, α;µ) such that
ū(t, α∗(t);µ∗) = u∗(t) and ∂H

∂u (α, u(t, α;µ);µ) = 0. The
function ū is defined on the Cartesian product of a tubu-
lar neighbourhood of the graph of (α∗, u∗) and an open
neighbourhood of µ∗ in Λ. Close to (α∗, u∗;µ∗) the first
order necessary conditions (11) and (12) are, therefore,
equivalent to the (time-dependent) Hamiltonian bound-
ary value problem d

dtα(t) = XHū,µ(α(t)), π(α(t0)) =
q0(µ), π(α(tN )) = qN (µ) The flow map of XHū,µ is a
symplectic map such that we obtain a family of bound-
ary value problems for symplectic maps {φµ}µ∈Λ∗ , where
Λ∗ ⊂ Λ is an open neighbourhood of µ∗. The local bifur-
cation behaviour of solutions to such systems was related
to catastrophe theory in (McLachlan and Offen, 2018a;
Offen, 2020). In an indirect discretisation method of (1),
Hamilton’s equations (11) are discretised and the control
is (as before) obtained from the optimality condition (12).
If a symplectic integrator is used in (11), then we obtain a
family of boundary value problems for symplectic maps φ̄µ
close to φµ. A stable, catastrophe type bifurcation of the
boundary value problem for φµ is present in the nearby
problem for φ̄ as well for sufficiently small discretisation
parameters by the definition of stability. As direct discreti-
sation methods for OCPs correspond to indirect methods
with symplectic integration (Ober-Blöbaum et al., 2011),
the conclusion also holds for direct methods. 2

As shown in (McLachlan and Offen, 2020), D-series bifur-
cations, such as hyperbolic umbilic bifurcations, are stable
bifurcations in families of boundary value problems for
symplectic maps but unstable in more general classes of
boundary value problems. Other bifurcations, such as fold,
cusp, which belong to the A-series, are also stable in wider
classes of boundary value problems. Therefore, the corre-
spondence of regular OCP and symplectic boundary value
problems, provided by the proof of theorem 2, explains our
observations from the numerical example that hyperbolic
umbilic bifurcations are preserved when using a structure
preserving discretisation schemes, while the sheets of fold
bifurcations and lines of cusp singularities persist even
if variational or symplectic structure is destroyed under
discretisation.

6. CONCLUSIONS AND DISCUSSION

Solutions to first order necessary conditions of families
of optimal control problems can undergo bifurcations as
parameters are varied. Under regularity assumptions we
showed that local bifurcations which are persistent under
small perturbations of the family of OCPs are exactly
the classical catastrophes. Moreover, to preserve all stable
bifurcations under discretisation, either direct discretisa-
tion methods for OCPs or indirect methods in combina-
tion with symplectic integrators can be used. If, however,
discretisation methods are used which are not structure

preserving, then certain bifurcations, such as D-series bi-
furcations, break. A preservation of bifurcations is neces-
sary when computing bifurcation diagrams to determine
in which parameter ranges how many first order optimal
solutions exist.

ORCID

Christian Offen: 0000-0002-5940-8057
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Barbero-Liñán, M. and Muñoz-Lecanda, M. (2008). Ge-
ometric approach to Pontryagin’s maximum principle.
Acta Applicandae Mathematicae, 108(2), 429–485. doi:
10.1007/s10440-008-9320-5. URL https://doi.org/
10.1007%2Fs10440-008-9320-5.

Chyba, M., Hairer, E., and Vilmart, G. (2009). The role of
symplectic integrators in optimal control. Optimal Con-
trol Applications and Methods, 30(4), 367–382. doi:10.
1002/oca.855. URL https://onlinelibrary.wiley.
com/doi/abs/10.1002/oca.855.

Flaherty, F. and do Carmo, M. (1992). Riemannian Geom-
etry. Mathematics: Theory & Applications. Birkhäuser
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