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Abstract
Automatic transcription of meetings requires handling of

overlapped speech, which calls for continuous speech sepa-
ration (CSS) systems. The uPIT criterion was proposed for
utterance-level separation with neural networks and introduces
the constraint that the total number of speakers must not ex-
ceed the number of output channels. When processing meeting-
like data in a segment-wise manner, i.e., by separating overlap-
ping segments independently and stitching adjacent segments
to continuous output streams, this constraint has to be fulfilled
for any segment. In this contribution, we show that this con-
straint can be significantly relaxed. We propose a novel graph-
based PIT criterion, which casts the assignment of utterances
to output channels in a graph coloring problem. It only requires
that the number of concurrently active speakers must not exceed
the number of output channels. As a consequence, the system
can process an arbitrary number of speakers and arbitrarily long
segments and thus can handle more diverse scenarios. Further,
the stitching algorithm for obtaining a consistent output order
in neighboring segments is of less importance and can even be
eliminated completely, not the least reducing the computational
effort. Experiments on meeting-style WSJ data show improve-
ments in recognition performance over using the uPIT criterion.
Index Terms: Continuous speech separation, automatic speech
recognition, overlapped speech, permutation invariant training

1. Introduction
The automatic transcription of meetings has become a focus of
research in recent years [1–4]. Conventional speech analysis
systems, such as speech recognition, are constructed for a sin-
gle active speaker at a time [5,6]. Since meeting recordings nat-
urally contain overlapped speech, these systems cannot be ap-
plied directly, but require speech separation as pre-processing.

Many effective speech separation techniques have been pro-
posed in the recent years based on neural networks, such as
Deep Clustering [7] and models based on Permutation Invariant
Training (PIT) [8–12]. Current state-of-the-art systems use the
Utterance-level PIT (uPIT) [9] training scheme [10–12]. uPIT
training works by assigning each speaker to an output chan-
nel of a speech separation network such that the training loss
is minimized. This introduces the constraint that the number of
speakers K must not exceed the number of output channels N
in the speech segment to be processed.

As meetings can be of arbitrary length and can contain an
arbitrary number of speakers, Continuous Speech Separation
(CSS) [2], i.e., handling of arbitrarily long audio streams, is
required. CSS can be realized by segmenting the input and pro-
cessing the segments independently [2, 13]. Adjacent segments

are aligned using a similarity measure in a so-called stitching
process. It was shown that the number of output channels of the
source separator can be fixed to, say, N = 2, although the total
number of speakers K in a meeting may be much larger. That
is because, if we select sufficiently small segments, we can as-
sume that normally the number of speakers that appear in such
a short segment becomes equal to or smaller than N , regard-
less of K. Viewed differently, this means that the constraint of
uPIT effectively limits the segment size. Even for the example
of a relatively short segment size of 2.4 s, more than 22 % of the
segments contain more than two speakers in the CHiME-5 [14]
evaluation dataset. In addition, the constraint of uPIT cannot be
fulfilled when applied to or trained on full meetings.

In this contribution, we propose a generalization of uPIT,
which relaxes of the above constraint (K ≤ N ). The gen-
eralization is achieved by incorporating the idea that different
speakers can be put on the same output channel as long as they
never overlap. We reformulate the problem of assigning utter-
ances to output channels as a graph coloring problem, hence
the name Graph-based Permutation Invariant Training (Graph-
PIT). With Graph-PIT, we only need to ask for the number of
concurrently active speakers, i.e., speakers speaking at the same
time, to not exceed the number of output channels. This con-
straint is far more realistic and easier to satisfy compared to
the original constraint imposed by uPIT. Looking again at the
CHiME-5 evaluation dataset, this constraint is only violated 9 %
of the time compared to 22 % for the uPIT constraint in case of
N = 2. In a stitching-based CSS scenario, the proposed Graph-
PIT criterion allows for arbitrarily long segments and arbitrarily
many speakers in a segment as long as no more than N speak-
ers speak at a time. Moreover, in a general CSS scenario with-
out segmentation and stitching, Graph-PIT theoretically allows
modeling the entire meeting with a separator that can utilize any
contextual information.

In our experiments, we show the effectiveness of the pro-
posed Graph-PIT loss on simulated meetings based on WSJ
data. We can increase the segment size for stitching signifi-
cantly and show that stitching is not even necessary for two-
minute long meeting-like data.

2. Continuous Speech Separation
CSS [2] describes the task of separating an input audio signal y
into one or multiple overlap-free signals ŝn, n = 1, ..., N . We
model a meeting y as the sum of U utterance signals produced
by K different speakers, where utterances of different speakers
may overlap:

y =

U∑
u=1

su. (1)



The signal su is the u-th utterance, shifted and zero-padded to
the length of the full meeting.

Attempts to solve the CSS problem led to multiple different
approaches, e.g., yielding one signal per utterance (N > K)
[15, 16] or producing one continuous stream per speaker [1, 17]
(K = N ). Here, we concentrate on the ideas proposed in [13].

The approach from [13] is based on the idea that the number
of concurrently speaking speakers is usually much smaller than
total number of speakers in a meeting, i.e., less output chan-
nels than speakers are required (N ≤ K). It thus segments
the meeting signal y into overlapping segments, separates the
speech in each segment independently into N signals, and uses
a stitching mechanism (Section 3.1) to align the output streams
across segments. The neural-network-based separator is trained
with uPIT (Section 2.1), which imposes the constraint that the
number of speakers in a segment must not exceed the number
of output channels, N .

We propose to replace uPIT with Graph-PIT (Section 2.2)
to relax this constraint, only requiring that the number of si-
multaneously speaking speakers is smaller than the number of
output channels. In the remainder of this section, we look at a
segment of a meeting, i.e., K represents the number of speak-
ers in the segment and su is scoped to this segment, to simplify
explanations. We assume a time-domain source separator with
N output channels.

2.1. Utterance-level PIT
The traditional uPIT [9] assigns each speaker to an output chan-
nel, i.e., N = K.1 During training, the permutation problem
between targets and estimated audio streams is solved by find-
ing the bijective mapping π(uPIT) : {1, ...,K} → {1, ..., N}
between speakers and output channels that minimizes the loss:

L(uPIT) = min
π(uPIT)∈PN

K∑
k=1

L(s(spk)
k , ŝπ(uPIT)(k)). (2)

The loss function L is a signal-level loss function, PN is the
set of all permutations of length N and s(spk)

k is the sum of all
utterances of speaker k.

2.2. Graph-based meeting-level PIT
If we relax the constraint K = N of uPIT to N ≤ K, i.e.,
an output channel is no longer bound to a speaker, there is
no bijective mapping between output channels and speakers.
We can, however, find an, in general, non-bijective mapping
π : {1, ..., U} → {1, ..., N} of target utterances to output chan-
nels so that overlapped utterances are separated.

Finding such a mapping is equivalent to a graph coloring
problem [18]; if each utterance is modelled as a vertex and
edges are drawn between utterances that overlap, the set of
all proper N -vertex-colorings of this graph is equal to the set
of mappings from utterances to output channels. A N -vertex-
coloring assigns each vertex a color from a set of N colors so
that connected vertices should be colored differently.

This graph G = (V,E) is undirected and defined with

V = {1, . . . , U} ,
E = {{u, v} : ∀u, v ∈ V, u 6= v if su and sv overlap} ,

(3)

where V are the vertices / utterances and E the edges between
overlapping utterances. An example of such a graph with two

1This can be relaxed to K < N by adding silent target signals
si = 0 for K < i ≤ N .
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Figure 1: Example of processing a three-speaker scenario using
Graph-PIT with a two-output separator. Each box represents
one utterance. Top: Utterances in the meeting and the colored
overlap graphG. Graph-PIT is equivalent to uPIT for an activ-
ity pattern as marked with (a). Bottom: A possible mapping of
utterances to output channels.

connected components is shown in the top part of Fig. 1. A
proper N -vertex-coloring of G is defined as a mapping

π(Graph-PIT) : V → {1, ..., N}, such that

π(Graph-PIT)(u) 6= π(Graph-PIT)(v) ∀{u, v} ∈ E.
(4)

Note that π(Graph-PIT) does not have to be surjective, i.e., the map-
ping is not required to use all output channels. Let CG,N be the
set of all proper N -vertex-colorings of G. Then, we formulate
the Graph-PIT2 objective as

L(Graph-PIT) = min
π(Graph-PIT)∈CG,N

N∑
n=1

L
(
s̃π(Graph-PIT),n, ŝn

)
, (5)

where we construct an intermediate target signal

s̃π,n =

U∑
u=1

{
su, if π(u) = n,

0, otherwise.
(6)

The set CG,N is computed by enumerating all graph colorings.
An example graph G together with a possible mapping of

target utterances to output channels, i.e., a coloring, is drawn for
a fictive speaker activity pattern in Fig. 1. Graph-PIT is equiv-
alent to uPIT for a connected graph with two speakers only; an
example of this is marked with (a). If the graph consists of more
than one connected component (assumingK ≤ N ) uPIT places
all utterances of a single speaker on the same output channel,
which enforces the model to use global information. Graph-PIT
gives more freedom to the placement as individual connected
components are treated separately. If there are more than N
speakers in a connected component (as in the second connected
component of G in Fig. 1), Graph-PIT can provide a solution
for the assignment problem while uPIT cannot.

2.3. Complexity

The vertex coloring problem is in general NP-hard [18]. While
uPIT computes N ! permutations, the number of valid colorings
for a graph is bounded byNU (in the extreme case of no edges),

2Code is available at https://github.com/fgnt/graph_
pit.

https://github.com/fgnt/graph_pit
https://github.com/fgnt/graph_pit


which can easily exceed N ! if U >> N . However, N and
U are typically small in a segment used for training and it is
unlikely that the graph has no edges so that the computational
overhead is negligible in comparison to the neural network.

2.4. Thresholded SDR for varying numbers of speakers

For this paper, we use a time-domain separation model as a ba-
sis of investigation. However, the Signal-to-Distortion Ratio
(SDR)-based losses, which have shown to be effective for train-
ing such models [11, 12], are problematic when used in train-
ing with meeting-like data containing significant amounts of
silence. Specifically, these losses have the problem that their
value is unbounded so that easy examples can dominate the
training and that they are undefined for silent target signals, i.e.,
s = 0. Silent targets are required for training anN -output sepa-
rator with less than N target utterances, e.g., when the mapping
π(Graph-PIT) is not surjective in Eq. (5). The first problem can be
solved by the Thresholded SDR (tSDR) loss [19]3 which limits
the value of the loss function at a soft maximum. The second
problem can be solved by adding a small constant ε, ending up
with the ε-tSDR loss

L(ε-tSDR)(s, ŝ) = −10 log10
|s|2 + ε

|s− ŝ|2 + τ(|s|2 + ε)

≥ −SDRmax,

(7)

where τ = 10−SDRmax/10 introduces soft threshold at SDRmax.
The constant εmakes sure that the loss is defined even if s = 0.

3. Experiments
In this section, we investigate separation networks trained with
uPIT and Graph-PIT as meeting-level separators and segment-
level separators in a stitching-based system. We expect that
uPIT works only in the stitching-based case, while Graph-PIT
works for batch-processing as well as segment-level separation.

3.1. Stitching for CSS

For the stitching-based system, we use a processing scheme
similar to [2, 20]. The incoming audio is segmented into over-
lapping segments. Each segment is processed by the separa-
tion network independently. A segment consists of three sub-
segments representing a history, current and future context with
lengths of Th, Tc and Tf seconds, respectively. Segments are
shifted by Tc. The current context is used for reconstruction
while history and future contexts improve the separation qual-
ity at segment edges and are used to align output streams based
on squared differences between overlapping sub-segments.

3.2. Data

For our experiments, we generate artificial meetings based on
the WSJ [21] corpus. We randomly sample five to eight speak-
ers for each meeting so that the distribution of speakers is uni-
form across all meetings. We also sample an overlap ratio be-
tween 0.2 and 0.4 for each meeting. Then, we uniformly select
utterances of the sampled speakers and sample a start times so
that the overlap ratio is roughly fulfilled and speakers are active
for roughly the same amount of time. Short silence is sampled
between two utterances with a probability of 10 %. All utter-
ances of a speaker are scaled with the same logarithmic weight

3tSDR is called “thresholded signal-to-noise ratio” in [19], but it
measures distortions rather than noise in this case.

uniformly drawn from 0 dB to 5 dB. The meetings are corrupted
by 20 dB to 30 dB of simulated white microphone noise.

The train and validation sets are based on train si284
and cv dev93 , respectively. The evaluation set is based on
test eval92 with a total length of about 1 h. The meetings are
about 120 s long which matches the length of segments used for
meeting-wise evaluation in libri-CSS [2]. We intentionally stick
to clean reverberation-free meetings based on WSJ instead of
the libri-CSS database [2] for a proof-of-concept of the Graph-
PIT objective. Libri-CSS is based on Librispeech [22] which
contains utterances with large portions of silence. This makes
it unclear how to define utterance boundaries. We use a sample
rate of 8 kHz to speed up the experiments.

3.3. Metrics

For evaluation, we use metrics computed with an oracle diariza-
tion system. We perform separation in a continuous manner,
i.e., we feed whole meetings into the separator, but compute
the metrics utterance-wise by using oracle utterance boundaries.
This scheme gives an upper bound on the performance. We
compute the Word Error Rate (WER) and SDR [23] improve-
ment (SDRi) compared to the unprocessed meeting.

We use an End-to-End ASR model from ESPnet [6] trained
on clean WSJ data re-sampled to 8 kHz to compute the WER.
The model achieves a WER of 5.6 % on the clean eval92 set of
WSJ. We use the mir eval toolbox [24] to obtain the SDRi.

3.4. Model architecture and training scheme

As the separation model, we use a Dual-Path Recurrent Neural
Network (DPRNN)-based Time-domain Audio Separation Net-
work (TasNet) [12] with two output channels, so we fix N = 2.
To keep the computational cost low, we work with a smaller
model with three blocks instead of six. The remaining config-
uration is the same as [12]: We set the number of filters in the
encoder and decoder to 64, the number of hidden units to 128 in
each direction, and the chunk length to 100. We use the ε-tSDR
loss for all models with SNRmax = 20 dB and ε = 10−6. Our
architecture achieves 15 dB SDR gain on WSJ0-2mix [7].

3.4.1. Baseline uPIT model

We train the baseline system similar to [13] but with DPRNN-
TasNet with uPIT on segments of meeting-like data, discarding
any segments containing more than two speakers to match the
evaluation data as closely as possible. We adjust the batch size
so that all models see the same amount of 32 s of data per batch
when training with different segment lengths Ttr.

3.4.2. Graph-PIT model

We train our proposed model with the following schedule: We
train the model on segments of meeting-like data with uPIT
like the baseline model which eases convergence at the be-
ginning of training. Then, we re-train the pre-trained model
with the Graph-PIT loss on the full training data including seg-
ments with more than two speakers. We reduce the amount of
single-speaker examples during re-training to obtain a signifi-
cant amount of examples with more than two speakers.

3.5. Meeting-wise evaluation

Table 1 shows the performance of different separation models
on meetings with a length of about 120 s. We show results
obtained with meeting-level batch processing as well as with
stitching-based CSS. For stitching-based CSS, we only show
the results for the best stitcher configuration for each model,



Table 1: Performance on meetings of about 120 s length with
five to eight speakers. Only the best stitcher configurations are
shown. Ttr is the length of training segments in seconds. Ex-
periments without stitching are marked with –. Best results are
bold and the best results without stitching are underlined.

Model Ttr Stitching WER for num. spk total

Th+Tc+Tf 1 2 3 SDRi WER

No sep. 10.9 45.9 67.4 0.0 49.1

uPIT 2 1+0.4+1 7.5 14.1 16.4 11.8 14.1
– 10.1 28.3 38.8 4.6 30.0

4 1+2+1 8.1 12.6 16.2 12.1 13.3
– 9.7 27.7 41.6 3.9 30.3

8 1+2+1 8.8 13.7 18.1 11.5 14.6
– 8.0 17.7 26.9 8.9 19.7

16 1+6+1 8.7 16.4 21.5 10.1 17.2
– 8.0 17.3 23.6 9.3 18.4

Graph-PIT 4 1+1+1 7.5 12.0 15.0 12.6 12.5
– 7.2 20.7 27.8 8.1 21.5

8 1+6+1 7.7 12.8 16.1 12.3 13.2
– 8.2 14.8 19.6 10.9 15.6

16 1+6+1 9.0 13.2 16.4 11.9 13.8
– 7.1 13.2 16.7 11.9 13.7

32 1+6+1 7.8 12.5 16.9 12.0 13.5
– 7.07.0 12.212.2 16.216.2 12.112.1 13.013.0

determined by keeping Th and Tf constant at 0.4 s and sweeping
Tc from 1 s to 14 s on the development set. We observed that the
stitching process works reasonably well for Th = Tf = 1 s. A
comparison of different stitcher configurations is given in Sec-
tion 3.6. We only report results for Graph-PIT where we expect
differences to uPIT; for small segment sizes that are usually
used for training of uPIT, the probability of seeing more than
two speakers in a training and test segment is small.

Table 1 shows the WER grouped by number of overlapping
speakers per utterance, and the WER and SDRi for the whole
meetings. When looking at the overall performance, we see a
slight improvement for training closer to the evaluation condi-
tion with Graph-PIT over uPIT when they are used in stitching
based CSS framework. Models trained with Graph-PIT gener-
alize to processing the whole meeting of 120 s length at once
without using a stitcher (13.0 % WER) when trained with long
enough segments while uPIT does not handle this case well
(18.4 % WER). That is because uPIT is, by its constraint, not
built to handle more than two speakers as it is the case for
full meetings, while Graph-PIT trains for this scenario. Longer
training segments match the evaluation scenario better.

When looking at the performance with respect to the num-
ber of speakers per utterance, we observe that the largest im-
provement of Graph-PIT over uPIT comes from utterances that
overlap with two other speakers (i.e., num. spk. = 3). This is
the scenario that Graph-PIT is explicitly trained for but uPIT is
not. The improvement for non-overlapped utterances (i.e., num.
spk. = 1) over no separation comes from suppressing the micro-
phone noise. Shorter training segments are better if the model is
applied with stitching, while longer training segments are better
when evaluated without stitching, for both objectives.

3.6. The effect of stitching

Fig. 2 shows the effect of stitching on the performance in WER.
The bottom plot shows the distribution of the number of speak-
ers in a segment. The red line represents the amount of seg-
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Figure 2: Top: WER plotted over the segment size for stitching.
Bottom: Distribution of the number of speakers in a segment.
The red line represents the amount of segments that fulfill the
constraint of uPIT.

ments that fulfill the number-of-speaker constraint (K ≤ N ) of
uPIT. As expected, the uPIT model gets degraded with larger
segments where its constraint is violated. The performance of
the Graph-PIT model, on the other hand, improves with increas-
ing segment sizes and even generalizes to processing the whole
meeting at once. Graph-PIT shows a better WER than uPIT for
all scenarios.

One advantage of larger segments for stitching is the re-
duced computational overhead that scales linearly with the seg-
ment overlap ratio. We can reduce the segment overlap ratio
significantly from 200 % to 14 % by increasing the segment size
from 3 s to 16 s and can eliminate the stitching process com-
pletely in our experiments on meetings with a length of 120 s.

It is interesting to see that the uPIT model, even though
trained only on data with up to two speakers, does not break
completely when it sees data violating its constraint. This can
be seen in Fig. 2 and Table 1, i.e., 49.1 % WER with no pro-
cessing and 18.4 % with batch processing. However, employ-
ing Graph-PIT during training drastically improves the perfor-
mance in these cases.

4. Conclusions
In this paper, we proposed a generalization of uPIT for CSS-
style processing of long recordings, called Graph-PIT. Graph-
PIT relaxes the constraint of having less speakers than output
channels in one segment to having less concurrent speakers (i.e.,
speakers active in one sample) than output channels. It thus en-
ables processing of more diverse meetings and the use of much
larger segments while reducing the computational overhead in-
troduced by stitching. We showed that the Graph-PIT objective
can be used to construct separation networks that do not require
stitching at all. In future work, we plan to test Graph-PIT on
more realistic data like libri-CSS [2] or real recordings.
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