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Abstract—We consider tracking control of linear minimum
phase systems with known arbitrary relative degree which are
subject to possible output measurement losses. We provide a
control law which guarantees the evolution of the tracking error
within a (shifted) prescribed performance funnel whenever the
output signal is available. The result requires a maximal duration
of measurement losses and a minimal time of measurement
availability, which both strongly depend on the internal dynamics
of the system, and are derived explicitly. The controller is
illustrated by a simulation of a mass-on-car system.

Index Terms—Ilinear systems, funnel control, output tracking,
measurement losses, minimum phase

I. INTRODUCTION

We study output tracking for linear minimum phase systems
with arbitrary relative degree under possible output mea-
surement losses. Such phenomena are of significant practical
relevance whenever signals are transmitted over large distances
or via digital communication networks and may hence be
prone to signal losses or package dropouts. In the presence
of output measurement losses the performance of closed-loop
control strategies may seriously deteriorate and even lead to
instability. In the present paper we present a reliable strategy
for linear systems which is able to guarantee a prescribed
margin for the tracking error and after any period of possible
output measurement losses it is able to recapture the error
within this time-varying margin by appropriately shifting it.

Output measurement losses are typically considered within
the framework of networked control systems, see e.g. [1]-[4].
Within this approach, event-triggered controllers have been
designed in order to guarantee global asymptotic stability,
see [5]-[7] for linear systems and [8], [9] for nonlinear
systems. H ., control approaches have been considered in [10],
[11] and model predictive control in [12], [13]. However, as
far as the authors are aware, tracking control with prescribed
performance bounds for the tracking error has not yet been
considered. To achieve this, in the present paper we use the
methodology of funnel control.

The concept of funnel control goes back to the seminal
work [14], see also the survey in [15]. The funnel controller
proved to be the appropriate tool for tracking problems
in various applications such as control of industrial servo-
systems [16] and underactuated multibody systems [17], [18],
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control of electrical circuits [19], [20], control of peak inspira-
tory pressure [21], adaptive cruise control [22], [23] and even
the control of infinite-dimensional systems such as a boundary
controlled heat equation [24], a moving water tank [25] and
defibrillation processes of the human heart [26].

The novel funnel control design that we present in this paper
relies on an intrinsic “availability function” which encodes (as
a binary value) whether the output measurement is available
at some time instant, or if the measurement is lost. As
a consequence, no precise a priori information about the
time instants where the measurement is lost or recaptured
is necessary. Then the basic idea for the control design is
simply to employ a classical funnel controller on each interval
where the output is available, set the input to zero when it
is not available and restart the controller when the output
signal is received again. Because we restrict ourselves to linear
systems no blow-up may occur when the input is zero. The
crucial obstacle in the feasibility proof of the control design
in our main result Theorem II.1 is to show that the resulting
control input in the closed-loop system is globally bounded. To
this end, we require appropriate assumptions on the maximal
duration of measurement losses and the minimal time of
measurement availability, which we summarize in Section I-B.
The bounds for these durations essentially depend on the
internal dynamics of the system — if the internal dynamics
are absent, no restrictions must be made. However, if they are
present a key step is to find an invariant set for the internal
dynamics and to choose the initial width of the performance
funnel large enough — this is elaborated in Section I-C. The
control design is illustrated by a simulation of a mass-on-car
system in Section III.

A. Nomenclature

Throughout the present article we use the following nota-
tion, where I C R denotes an interval and R>q := [0, c0).
N is the set of positive integers; C_ := {2 € C|Rez <0};
|lz|| := V& Tz is the Euclidean norm of z € R™; Gl,(R) is
the set of invertible matrices A € R™*"; for A € Gl,(R)
we write A > 0 (A < 0) if A is positive (negative) definite;
o(A) C C is the spectrum of a matrix A € R™*"; £°°(I; RP)
is the Lebesgue space of measurable and essentially bounded
functions f : I — RP with norm || f||oc := esssup,c; || f(2)]l;
WHF2°(I;RP) is the Sobolev space of k-times weakly differ-
entiable functions f : I — RP such that f, f,...,f®) e
L(I;RP); CH(I;RP) is the set of k-times continuously
differentiable functions f : [ — RP, C(I;RP) = C°(I;RP);
f| is the restriction of f: I — R™ to J C I.




B. System class

We consider linear systems of the form
&(t) = Ax(t) + Bu(t),
y(t) = Cx(t),

where A € R™" and B,CT € R™™; in particular, the
dimensions of the input u(¢) and the output y(¢) coincide.
We assume that the system has strict relative degree r € N,
ie, CA*B = 0 for all k = 0,...,mr — 2, and T :=
CA™ 1B € Gl,,(R). Then, a straightforward generalization
of [27, Thm. 3] yields that there exist R; € R™*™ 4 =
1’.”77,’ S, pT c Rmx(n—rm) and Q c R(n—rm)x(n—rm,)
such that system (1) is equivalent to

0) =2 e R",
z(0)=2a" € 0

y (1) = Z Riy" V(1) + Sn(t) + Tu(t),

n(t) = @n(t) + Py(t)
with initial conditions

(0), ...,y D(0) = (13, ..., ¥0_1) ER™,
n(0) = n° € R*~"™.
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We introduce the system class under consideration.
Definition L.1. For r,m € N a system (2) belongs to the
system class X, . if

(i) the high-gain matrix T € Gl,,(R) is sign definite';

w.lo.g. we assume T +TT >0,

(ii) the system is minimum phase, i.e., 0(Q) C C_.
We write (A, B,C) € 3, .

We record the following result, the proof of which is
straightforward.

Lemma 1.2. For L € RP*? with o(L) C C_ there exists
0<K=KT" such that KL+ LK = —1Ip, and

VE>0: M) < IR e T,

In virtue of Lemma 1.2, for @ from (2) let

1
M = KK, pi= =

2K

3)

where KQ + Q'K = —I,,_,,. If n — rm = 0, then we set
M =0 and p:=1.
For later use we record that, for ¢ > ty > 0, we have
t
||eQ(s—to)||ds < M(l _ e—u(t—to)) < %’
to K H

t t
/ eQ6—10)|lds < M/ le=1(3=10)|ds < M (¢t — t,). (4b)
to to

(4a)

Further, we recall that the second of equations (2) has the
solution

t
n(t) = Q= )n(ty) +/ e Py(s)ds

to

&)

IThat is, for any v € R™ we have v T'w =0 if, and only if, v = 0.

and, moreover, for any signal y € C(R>¢; R™) we have
In()]| < Me=#E=10)|n(to)]|
t
MIP gl [ e s ©
to

Since we consider situations where the output measurement
signal may be lost for some time, we propose assumptions
relating the maximal duration of measurement losses and min-
imal time of measurement availability. The package dropouts
in the system and the accompanying lost information of the
measurements y(¢) are not assumed to happen in a priori
known time intervals. We only assume that it is possible to
determine, at every time instant ¢, whether the measurement
of y(t) is available or not; if the availability is not certain, then
it should be rendered “unavailable” (this also encompasses
the situation that, after a dropout, the availability of the
measurement is only determined with some delay). Based on
this we define an “availability function”

measurement of y(¢) available,

1,
a(t) = . (N
0, measurement of y(t) not available.

In order to introduce the assumption on the maximal duration

of measurement losses and the minimal time of measurement

availability we define the sequences (t;), (t;) with tf * oo
— gt 4 +

and t,; <t <tp,, <t;, such that

{t=0]a(t) =1} = [J ] 6],

keN

{t=0]a(t) =0} = [J ;. 5],

keN

(®)

this is, on the interval [t} ¢; , ) the signal is available, and on
the interval [t, , ;) the signal is not available. Note, that it is
also possible that both sequences contain only finitely many
points, then either a(t) = 1 for t > t}; or a(t) = 0 for t >t
for some N € N.

Assumption 1. Let p := ||P|, s := ||S] and 8 := 1 +
% + > °i_1 ||Ri|| be given by the system parameters, M, u
from (3) and q, A,. be the constants introduced in Section I-C.
The signal is lost for at most A > 0, i.e., for tf as in (8) we
have |t;; — tk+| < A for all k € N, such that for some k > 2
and 0 > s we have that A satisfies

spMA%ePA <1, (Ayp)

pMQAeBA < a M (As)

A, 2k0

Assumption 2. The signal is available for at least § > 0, i.e.,

for t£ as in (8) we have |t} — tip1l >0 for all k € N, such

that for A, B, k, 0 from Assumption 1 and M,y from (3) we
have that 6 satisfies

et > 26M (M + pAePA (1 + sM?A)),

e > 2%(1 + sM?).

(1)
(92)
Remark 1.3. For systems with trivial internal dynamics (the

second equation in (2) is not present) Assumptions 1 & 2 are
much weaker. More precisely, in this case we have p = 0,



s = 0 and M = 0 with which the inequalities (A1), (A2)
and (61), (02) are always satisfied (for 0 = 2k) and hence
arbitrary A > 0 and § > 0 are possible so that |t;, —t) | < A
and |t} — ter1l = 0 for all k € N. So the only (implicit)
requirement is that the sequence (|t;, —t|) is bounded.

C. Control objective, design parameters and feedback law

1) Control objective: We aim to find a control scheme
which achieves tracking of a given reference trajectory with
prescribed transient behavior of the error, where the measure-
ment output is subject to dropouts. To be more precise, for a
system (2) with (4, B, C) € X, ,,, and a given reference signal
Yret € W (R>0; R™) the output y tracks the reference in
the sense that, whenever the measurement of y is available
to the controller, the error ¢ := y — y,f evolves within a
prescribed performance funnel

Fyi={(t,e) € Roo x R™ |p(t)llel| <1},

where ¢ belongs to the following set of monotonically increas-
ing functions

VtQZtl 20 0<¢(t1)§¢)(t2),
¢ € C'(Ryo;R) [ 3d>0VE>0:
o) < d(1+ (1))

The performance funnel F, joins the two objectives of
e(t) approaching zero with prescribed transient behavior and
asymptotic accuracy. Its boundary is given by the reciprocal
of ¢, see also Fig. 2. We stress that ¢ may be unbounded and
in this case (and if no measurement losses occur for ¢ > T
for some 7' > 0) asymptotic tracking may be achieved, i.e.,
lim; o0 e(t) = 0.

2) Design parameters: In order to formulate the control
law, which achieves the control objective, we introduce the
following design parameters. In Fig. 1 the five steps towards
the choice of the design parameters n* € R and g € ¢ are
depicted.

(OB

Step 1
Choose ¢ € (0,1) and define A, := A,(a(g?)) via (9)
¥
Step 2
Choose n* according to (10)
¥
Step 3
Choose ¢ € ® satisfying (¢1)
¥
Step 4
Calculate ¢; via (11) and define C' as in (12)
¥
Step 5
Refine ¢y € ® such that ¢ satisfies (¢1) & (¢2).

Fig. 1: Flowchart for the choice of the controller design
parameters.

Step 1. Choose ¢ € (0,1) and define the bijection « :
[0,1) — [1,00) via a(s) = 1/(1 —s). For k > 0 define

the function .

Ak(s) = Zj:o Sj)
and set A, := A,(a(q?)).

Step 2. For A,d,p,s,B,k,0 from Assumptions 1 & 2,
(r—1

(€))

respectively, Zref(-) = (Yref(-), Yret(-)s - s Yper ~(-)), and
M, p from (3) choose n* > 0 with
Bllyret looe??, [[#ret o€,
n* > max { T|Iref|‘eoc((io+eBA)e”5SBAoo , (10)
A

and set F := 0AeP2n* > 0.

Step 3. Let g € ® such that

2kpM? q
min ‘= ———~— < 0 < = max»
o, Wl — D ©0(0) AE Y (¢1)

which is possible by (As).

Step 4. Now, we choose some additional constants which are
necessary to exploit [15, Cor. 1.10]. Let af(2) = z/(1 + 2)
which obviously yields af(sa(s)) = s, and define @(s) =
250/ (s)+a(s) = (1+s)/(1—s)2. Further, let jug := W
where d > 0 is due to properties of & and observe that
esssup;~o(|¢o(t)|/@o(t)) < po; here we use this possibly
larger constant i to guarantee that it only depends on g (0).
Then, in virtue of [15, Eq. (12)], for £k = 1,...,r — 1 we
recursively define the constants ¢y = 0 and

e := ¢o(0)e(0),

c1 = max{||e?]|?, &7 (1 + po), ¢*}'/? < 1,

pe =1+ pio(1 + cp_ra(ci_y))
+a(f ) (pe—1 + cr1a(ci_y)),

ep == o(0)e" "V (0) + a(llef_, [*)ef 4,

cr = max{|le} |1, & (ur), ¢*}'/% < 1,

Y

where e (0) = 10 — y'Y(0) for i = 0,...,7 — 1, and set

ref
r—1
C= Zci +eima(c ) + (L+era(dy)).  (12)
i=1

Step 5. We refine the function ¢y € @ satisfying (¢1) such
that for an intermediate p € (0, 9)

Cetd Cemd }

@o(p) > max {77*, A (92)

Remark 1.4. We note that the purpose of the constant q chosen
in Step 1 of the design procedure is to determine the initial
width of the performance funnel, described by the upper bound
Jor ©o(0) in (¢1). Then again, condition (¢2) ensures that its
width (and hence the tracking error) is not too large before
the signal possibly vanishes the next time.

3) Feedback law: The idea for the controller design is
to choose a funnel function ¢y € @ (as in the previous
subsection) which is reset whenever a(t) = 0. Then, as soon
as a(t*) = 1 for some ¢t* > 0 and the measurement is
available again, the funnel controller from [15] is restarted
with ¢(t) = ¢o(t —t*) so that ¢(t*) > 0 and the performance



funnel is sufficiently large at ¢* to ensure applicability of [15,
Thm. 1.9]. For feasibility we assume that the availability
function a(-) from (7) is left-continuous and has only finitely
many jumps in each compact interval. With this, and recalling
a(s) = 1/(1 — s), we introduce the following control law for
systems (2) under possible output measurement losses:

0, a(t) =0,
p(t) = { () =1

e1(t) = p(t)e(t) = () (y(t) — pret (1)),
civ1(t) = o) (&) +alllei®)|*)ei(t), i =1,...,r =1,
u(t) = —a(t)a(|le.(t)|*)er(1).
(13

Note that if T +T'" < 0 the control would read u(t) =
a(t)o(|ler(t)[*)er ().

If the output measurement is always available, i.e., a(t) = 1
for all ¢t > 0, then the controller (13) coincides with that
proposed in [15] and the existence of a global solution of the
closed-loop system follows from the results presented there.
Since it is not known a priori when output measurement losses
occur, the funnel function ¢ cannot be globally defined in
advance. Therefore, ¢ is defined online as part of the control
law (13); it is equal to a shifted version of the reference funnel
function ¢y whenever measurements are available, and zero
otherwise. Note that the loss of the system’s output signal
possibly introduces a discontinuity in the control signal.

A typical choice for a funnel function is g (t) = (ae™% +
¢)~! with a,b, ¢ > 0, which is depicted in Fig. 2.

©(0) - -
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t

(a) Shape of a function ¢ for typical pg € .
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— 4t
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ty t3

(b) Corresponding funnel boundary ¥ (t) = 1/¢(t).

Fig. 2: Schematic shape of a typical funnel boundary with
shifts.

II. MAIN RESULT

In the following main result we show that the applica-
tion of the funnel controller (13) to a system (2) under
possible output measurement losses leads to a closed-loop

initial-value problem which has a global solution. By a so-
lution of (2), (13) on [0,w) we mean a function (y,n) €
C™1([0,w), R™) x C([0,w), R"~"™) with w € (0, oc], which
satisfies (y(0), ...,y "1(0)) = (¥8,---,y0_1), n(0) = 7°
and (y("~Y,n)| 0w is locally absolutely continuous and sat-
isfies the differential equation in (2) with u defined by (13)
for almost all ¢ € [0,w); (y,n) is called maximal, if it has no
right extension that is also a solution.

Theorem IL.1. Consider a system (2) with (A,B,C) € ¥, .,
and initial values (y3,...,y°_,) € R™ and n° € R*~"™.
Let yret € WP (R>0; R™), a(-) be an availability function
as in (7) which is left-continuous and has only finitely many
Jjumps in each compact interval, and choose design parameters
n* as in (10), and @y € P satisfying (¢1),(¢2). If the initial
conditions

Vi=1,...,r: |le;(0)]| <1,
In°ll < »*

(14a)
(14b)

are satisfied, then the control scheme (13) applied to system (2)
vields an initial value problem which has a solution, every
solution can be extended to a maximal solution and every
maximal solution (y,n) : [0,w) — R™ x R™™ "™ has the
following properties:

(i) the solution is global, i.e., w = o0,
(ii) the tracking error e(t) = y(t) — yret(t) evolves within
the funnel boundaries, i.e., p(t)||e(t)|| < 1 forallt >0,
(iii) the control signal is globally bounded, i.e, u €
LZR>0;R™), and y € W™ (R>o; R™).

The proof is relegated to Appendix B. Note that the proof
is constructive and we provide an explicit global bound for
the control input u.

III. SIMULATION

To illustrate the action of the proposed controller, we
numerically simulate an application of the funnel control
scheme (13) to a system (2). We consider the mass-on-car
system introduced in [28], where on a car with mass m1 (in kg)
a ramp is mounted on which a mass ms (in kg), coupled to the
car by a spring-damper-component with spring constant £ > 0
(in N/m) and damping d > 0 (in Ns/m), passively moves; a
control force ' = u (in N) can be applied to the car. The
situation is depicted in Fig. 3. The equations of motion for

Fig. 3: Mass-on-car system.



the system read

ma cos(9) | (£(¢) 0 ~ (u(t)
My ] <§(t)>+(ks(t)+ds(t)> - ( 0 >
(15a)
with the horizontal position of the second mass mo as output

y(t) = z(t) + cos(9)s(t). (15b)

For the simulation we choose the parameters m; = 4, mo = 1,
k=2,d=1,19 = /4 and the initial values z(0) = s(0) =
2(0) = 5(0) = 0. As a reference signal we choose Yrer :
R>o — R, t > cos(t), by which ||yref|lco = ||Tret|loc = 1. As
elaborated in [15, Sec. 3], for the above parameters system (15)
has relative degree two with respect to the output (15b), and
hence belongs to Y3 ;. Thus, it can equivalently be written in
the form (2) with r = 2 and

Ri=0, Ry=8 §="22[2 1], T =
Q=15%2%], P=2v2[}].

According to Assumptions 1 & 2 with ¢ = 0.95, k = 15,
6 =(1+0.01)s, u=0.3305, M = 2.2477 we assume A <
2.4-10732s and § > 15.6s; and (10) is satisfied with n* =
141 764. We choose ¢o(t) = (ae~b* +¢)~1. According to (¢1)

the funnel function has to satisfy

mi + mo
ma cos(1})

1
9

©0.min = 6.5360 - 10™* < ©(0) < 6.5360 - 10™* = V0 max,

and we choose ¢ = 0.08, a = 1/@omin — ¢ and b = 1.
Then, the constant from (12) is given as C' = 21.4683, and
condition (¢-) is satisfied with ¢(p) = 12, where p = 0.994.

We simulate output tracking over the interval 0—45 seconds.
The simulation has been performed in MATLAB (solver:
0de23tb). For illustration purposes we consider two losses
and reappearances of the output signal. Fig. 4 shows the
error e = Yy — Ypof between the system’s output and the
reference signal. As expectable the error evolves within the
prescribed funnel boundaries whenever the output signal is
available, and remains bounded whenever the signal is not
available. In Fig. 5 the control input is depicted. It can be

-
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Fig. 4: Error between the output y and the reference sig-
nal yyef; and funnel boundary 1/¢.

seen that on large time intervals, especially after ¢; and ¢5 , the
input signal is zero. Only when the performance funnel gets
tighter again a large control action is necessary, which induces
some small peaks in the input when a small tracking error is
enforced. But even in the presence of measurement losses the

control input is bounded and the evolution of the tracking error
within the (shifted) performance funnel is guaranteed.
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Fig. 5: Control input u.

IV. CONCLUSION

In the present paper we introduced a novel funnel controller
for output reference tracking of linear minimum phase systems
which are prone to losses of the output measurements. We
proved that the closed-loop system has a global solution, and
the presented feedback law achieves a prescribed transient
behaviour of the tracking error within a (shifted) performance
funnel and all involved signals are bounded; in particular, the
input signal is bounded. Feasibility of the control requires
a maximal duration of measurement losses A and a mini-
mal time of measurement availability ¢, for both of which
upper and lower bounds, resp., have been derived explicitly.
However, these bounds are conservative (as can be seen by
the numerical example in Section III) and further research is
necessary to find better estimates.

Another topic for future research is the extension of the
results to nonlinear systems. Regarding this, it is clear that
some kind of Lipschitz condition is required for the system,
because otherwise a blow-up of the solutions cannot be
excluded on time-intervals where the output measurement is
not available.

APPENDIX
A. Technical lemmas

We derive a lemma which provides an exponential bound
for the solution whenever no measurement is available.

Lemma A.1. Consider a linear system (2) with (A, B,C) €
Xy m. Then for M, v from (3), 3 as in Assumption 1 and s =
|S|| we have that for all solutions (y,n) € C"~1([0,w), R™) x
C([0,w),R™™™™), w € (0,00], of (2) with ul,+,) = 0 for
0<ty<t <wandwithe = (y ,y",...,(x"=NH")T
that for all t € [to,t1)

t
leliolloe < <|x<to>||+sM|n<to>| / eM”O)dT)eﬁ“tﬂ%
to

Proof. Let & = (x{,...,x))" and set w(t) := ||z[j,4/lo0

rr

for ¢ € [tp,w). Then we have that
X9 (t)
e(t) = :
x( ) z(t)
i Rawa(£)+Sn(1)



for almost all ¢ € [to, t1] and upon integration we obtain

H+Z [[Rillls (7

Then, using (4a) and (5), we have

|\x(t)||§|\x(t0)||+ IIw )I+slin(r)l dr.

w(t) < [lz(to)| + sup w(7) + sl T n(t0) |

/T‘
refto,t] Jto

. spM
+ Y I Rillll@iljz,mlloo + <||R1|| + u) 1] t0, 7 IIOO] dr
i=2

< |l (to)| +/t 1+ (Z IIRi|| + SpM) 1w(7)d7

=1
=p
+ sM||n(to H/ (T=t0) qr.
The assertion then follows from Gronwall’s lemma. O

The second lemma provides a technical estimate for the
proof of the main result.

Lemma A.2. For k = 0,...,r, r € N, let Ay be given as
in (9). Let a : [0,1) — [1,00) be a bijection, q € (0,1) and
X, E >0 with .
S A E 1o
Further let &, ..., &—1 € R™ with
VEke{0,....r—1}: ||&| < E. (17)
Then define (p :== 0 and (41 € R™ for k=0,...,r—1 by
Cht1 1= Ak + a(lIGell*) G (18)
Then
ke {L...,rhs Gl < ABAL1(a(¢®) < q.
Proof. First observe that for s > 0 we have
VEkeN: Ap(s) < Ap(s) + s = Apy1(s).
Furthermore, for Ay, := Ay (c(g?)) we have that
AEA;, < AEA,(a(q?)) (lgé) q.
Finally, we show that
VEe{L....r}: [IG] S AEA, (19)

by induction over k. For k = 1 we have

leull 'S Algoll <

Let (19) be true for some & € {1,...,
using monotonicity of a(-)

||Ck+1|| )\kaH + (| Ik

17),(19) ~ ~
< AE+a((AEAk-1)*)AEA,_1
<AE(1+ Oé(QQ)Ak:fl)
= AE(1+ a(q®)Ai-1(a(g?))) = AEA(a(q?)),

where we have used that 1 + sAi_1(s) = Ag(s). This
proves (19). O

r— 1}. Then, we obtain,

B. Proof of Theorem II.1

Proof. Step 1. First, we establish the existence of a solution
of (2), (13). With z,.¢ as defined in Section I-C and following
Step 1 in the proof of [15, Thm. 1.9], we introduce B =
{weR™ ||lw| <1} and for a(s) = 1/(1 — s) the map

v:B=R™ we a|w]*)w

and with this the sets D and maps p, : Dy, — B, k=1,...,r
recursively as follows:

Dl ::Ba p1:D1_>87 ClHCh
Z = voosCh—1) € Dy_y,
Dk = {(417”.,<k)€ka (Clv Ck 1) k—1 }

G +v(pp-1(2)) € B
P D — B, (G- oy ) = e +v(pr—1(Cts v o5 Crm1))-
With this we define the set

D:={(t;€) € Reo X R™ [p(t)[[€ — @ret (t)[| € D }

and p: D = B, (t,£) — pr(o(t) (€ — 2ee(t))). Since a(+) is
left-continuous the set D is relatively open. Then, u in (13)
satisfies

u(t) = —a(t)o([lp(t 2(0))I*)p(t, ()

and we formally define the function F' : D x R*™"™" — R"
by

F(t,€17...,€r,’r]) = <£2a'--7§7‘7
> Rigi + Sn — a(a(llo(t, €)12)p(t,€), Qn + P )

=1

(r=1)(.)) an initial

() 90), vy

and obtain with z(-) :=
value problem

HD))
(560) = 7 a0,

z(0) = (5, ..-,¥2_1), n(0) =n°,

which is equivalent to (2),(13). Note that F' is continuous
in (&,...,&.,n) and locally essentially bounded and, in par-
ticular, measurable in the variable ¢ regardless of the possible
discontinuities of a(-). Therefore, since (0,2(0)) € D, a
straightforward adaption of [29, Thm. B.1] to the current
context yields the existence of a maximal solution (z,n) :
[0,w) — R™ of (20), where w € (0, oo]. Moreover, the closure
of the graph of the solution of (20) is not a compact subset
of D x R"~"™,

Step 2. Next, we establish (ii) on [0,w). To this end, let
(t; ), (t) be as in (8). It is also possible that both sequences
contain only finitely many points, then either a(t) = 1 for
t >t} ora(t)=0fort >ty for some N € N; the following
arguments apply, mutatis mutandis, in both cases. We define
e(-) := x(-) — xree(+). Since we consider a subclass of the
system class under consideration in [15], and since by (14a)
we have ¢(0)e(0) € D,., the result [15, Thm. 1.9] restricted to
the interval [0, ¢, ] is applicable and ensures assertion (ii) for
t € [0,t7] C [0,w), the inclusion since without measurement
losses [15, Thm. 1.9] yields w = oo. Further, since by
construction we have (p|[t1’7tf) = 0 assertion (ii) is true for

(20)



t € [t7,t]) C [0,w), the inclusion via standard theory of

(linear) differential equations since u|[t; o = 0. In order to
reapply [15, Thm. 1.9] at ¢ = ¢, we establish that the initial
conditions (14) are satisfied for ¢ = tf. First, we show (14a)
at tf. We set ¥(:) := 1/po(-). By (5) and (6), the initial
condition (14b) and using (10) we have

s, PM
In(t0) < Mevy + = (¥(0) + [[Yretlloo)
(21
(10 M
< 2Me "y + = (0.
W
By [15, Cor. 1.10] we have for all ¢ = 0,...,7 — 2 and the
constants defined in (11) that
Vie[0,t) : [P0 < eB)(cirr + aald)),  (22)

and moreover, since ||e.(t)|| < 1 for ¢t € [0,t]7), we have
e D @) < P(8)(1+ cr_ra(c;_y)). Hence, e(t) < Cu(t)
for C defined in (12), and in particular

e(t;) < Cy(ty) < C(p)

for p < § < t] asin (¢2) since 1 is monotonically decreasing
by properties of ®. With this, using Lemma A.l1 we obtain

(23)

[l epylloo < <le(tf)ll

ty - B
oMl [ et >d5> A1)
iy

(24)
< <|e<t;>|| + et + sMAnn(t;)n)eB““ﬂ
@3) _
< [ retlloo€™ + (C(p) + sMA|n(ty)]]) €72
and therefore
et < llzeer (G0N + 2D < Noretlloo + ol o

24

< lwvetlloo (14 €72) + (Cop(p) + sMAn(ty)]]) 2

(10),(62)
< APyt 4 AePPAyte 4 sMAEPA n(ty)|
M?
W 2 AR (14 sM?) + A2 T2y (0)
I
@1 —1
< 20 PAI (14 sM?) + sAPA Ty
K
(62) 0 —1
S < AePAZ 77* —l—sAeBAHTn*
Sée 9A 'BAT]* _ E
(25)

and hence in particular,

leDH) < B, i=0,...,r—1.

Therefore, invoking (¢71), Lemma A.2 (applied with A =
(1) = o(0)) yields
le;tD<g<ei <1, i=1,...,r—1,

(26)
ler(t0)1 < g,

hence ¢(t)e(t]) € D,. Furthermore, via (21), using
Lemma A.1 and (23) we obtain with similar estimates as above

(©),

()]

2 M)+ pMA (e
+(Co(p) + sMA[n(t7)l) €*2)
D onrzemops 1+ M)
+pMA (CY(p) + [|zret o) €72
+ spM2A2 (2Me uoppe 4 P 241/)(0)) e

(10),(¢2)
<2

(4
< M||77( O+ 2MlYlg- pilloeA

M2e*“577*(1 + spMAzeﬁA) + 2pMAeﬂA*“5n*
M2
+ pT (1+ spMAZeP2) 4(0)

(A1),(¢1) k — 1
<

n* 4 2e7H0 *(MQ—&—pMAeﬂA( + sM?A))

(51)77* ,‘@'—1
< —+ n
K K

* *

(27)
Therefore, the initial conditions (14) are satisfied at ¢ = tf
and [15, Thm. 1.9] is applicable for ¢ > tf. Moreover,
invoking (26) the estimates (21), (25) and (27) are valid for
t = t, and t = tJ, respectively, since |[n(t])|| < n* and
[t7,t5] C [0,w) via the same arguments as above. So we
obtain inductively

o(t)e(t)) € D, and |[n(tf)| < n* so (14) is satistied
= funnel control applicable for ¢ € [t;, ¢, ;) C [0,w)

10:(2y).(#2) In(t, 1)l satisfies (21)

23)
= lle(ty DI < E
6)
:>||ez(k+1)||<Q<1 =1,...,r
(¢1)
= ot k+1) e(t k+1) €D,

(27)
= [In(t k+1)|| <n"

This means, the funnel control can be reapplied at t = t; for
all k € N with [t;,¢,,,) C [0,w). This yields (ii) on [0,w).

Step 3. We show y € W"([0,w);R™) and u €
L£([0,w); R™). Invoking (22) and (24) we obtain y €
Wr=heo([0,w); R™). To obtam a global bound for u and y(")
let Knmx = IaX;=o,...,r Hyref”OO’ = lnftz() ¢() v > 0
such that 20" (T + FT)v > 4||v||? for all v € R™, and recall
a(s) = (1 +5)/(1 — s)2. Further set

M
7] := max {77*, Mn* + pT(w(O) + Ymax)}
and observe that ||n(t)|| < 7 for all t € [t;, tpy1) by a similar

estimate as in (21) and that ||n(¢)|| < n* < 7 by a similar
estimate as in (27) for ¢ € [t; , ¢, ]. Define with ¢; from (11)

~0 2 Cr—1
1) =+ a(cr—l) (:U‘T—l + 1_0371)

R (14 75+ Yy ) 4+ 774

é:: Ho (1+ 07‘21

+30

Ymax




Let € € (0,1) be the unique point such that %}0) = ==.
Then, we define

1
¢y :=max {||eV|?, e, ¢} /

We show that ||e,.(t)]| < ¢, for all ¢ € [0,¢] ). Suppose there
exists t1 € [0,¢] ) such that |le,(¢1)]] > ¢, and define

to :=max{t € [0,t1] ||le, ()| = ¢},

which is well-defined since ||e,-(0)|| < ¢,. First observe that,
by the same calculations as in the proof of [15, Cor. 1.10], we
have for 7, _1(t) := a(|le,—1(t)||*)e,_1(t) that

A1 ()] < @(c2_y) (Mr L+ alcy)en 1)

Furthermore, since ||€7‘( )| > ¢ for all t € [tg,t1] we have
a(lle;(t)]*) = 1/(1 — ¢) and hence

sarller®N? = en®) T (PO D () +(t)e (€)+r-1(1))

< Jer| (uosou)ue“ DO+ ) (e + )

) Yo+ (0 Z IR @) + 7
 SeDalen®1)en (07 (T + T ()
er e(r—1 &cf_l 1 @7—21
< e (uow(t)ll (@) (s + 725
+Y‘;ax +Z IR:| (1 + C‘;;_l + Y“;""‘) + 57
- 20 e 0

~ Cr
< (C —79(0)—

by which ¢, < |le.(t1)] < |ler(to)]] = ¢, a contradiction.
By (26) we have that |le,(t])|| < ¢ < ¢, for all k € N with

€ [0,w). Therefore, the arguments above can be reapplied
on any interval [t} ¢," ;) C [0,w) to achive [, (t)|| < ¢, for
all t € [t 7tk+1) Then invoking |, ity = 0, it follows
from (13) that ||u(t)|| < ¢./(1 — c2) for all t € [0,w), thus
u € L2(]0,w); R™). As a consequence, it follows from (2)
that ¥ € £°(]0,w); R™).

Step 4. Next we show that the solution is global. Suppose
the opposite, i.e., w < co. Then, since ||n(t)|| < 7 and for
all i = 1,...,r we have ||e;(t)|| < ¢; <1 forte [t 1)
by [15, Cor. 1.10] and Step 3, and ||e;(t)]| < ¢ < ¢; for
t e [t;, tp by (26) (note that it is straightforward to extend
the estimate (25) to ¢ € [t,, tz)), it follows that the closure of
the graph of the solution of (20) is a compact subset of D x
R™="™_ which contradicts the findings of Step 1. This yields
assertion (i) and consequently assertions (ii) & (iii) follow.
This completes the proof. O

=) ler(0ll <0,

T
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