
A Comparison and Combination of Unsupervised Blind Source Separation
Techniques
Christoph Boeddeker, Frederik Rautenberg, Reinhold Haeb-Umbach
Paderborn University, Department of Communications Engineering, Paderborn, Germany
Email: {boeddeker,haeb}@nt.upb.de, frra@campus.upb.de

Abstract
Unsupervised blind source separation methods do not require a
training phase and thus cannot suffer from a train-test mismatch,
which is a common concern in neural network based source
separation. The unsupervised techniques can be categorized in
two classes, those building upon the sparsity of speech in the
Short-Time Fourier transform domain and those exploiting non-
Gaussianity or non-stationarity of the source signals. In this con-
tribution, spatial mixture models which fall in the first category
and independent vector analysis (IVA) as a representative of the
second category are compared w.r.t. their separation performance
and the performance of a downstream speech recognizer on a re-
verberant dataset of reasonable size. Furthermore, we introduce
a serial concatenation of the two, where the result of the mix-
ture model serves as initialization of IVA, which achieves signifi-
cantly better WER performance than each algorithm individually
and even approaches the performance of a much more complex
neural network based technique.

1 Introduction
In the field of speech signal processing, Blind Source Separa-
tion (BSS) is concerned with separating a mixture of speech sig-
nals into the contributions of the individual speakers. Formulat-
ing BSS as a supervised learning problem, neural networks have
excelled in this task, even if the mixture signal is recorded by
a single microphone only. However, their performance heavily
depends on the absence of a mismatch between the, typically ar-
tificially mixed, training data and the test scenario. Furthermore,
neural network based single channel source separation as of today
breaks down in the presence of reverberation.

On the other hand, signal processing based approaches, such
as Spatial Mixture Models (SMMs) [1, 2] and the class of Inde-
pendent Component Analysis (ICA) [3–7] based algorithms, are
unsupervised methods, that do not require a training phase and
thus cannot suffer from a train-test mismatch. These are multi-
channel techniques and good separation performance has been
reported even if the input signals are reverberated.

SMMs and ICA based techniques rely on quite different mod-
eling assumptions. The core assumption of SMM based source
separation is the sparsity in the Short-Time Fouier Transforma-
tion (STFT) domain: at any time-frequency (TF) bin at most one
of the sources is active, while the contribution of the others is neg-
ligibly small. Based on this, the posterior probability of source
activities for each TF bin and the parameters of the statistical
model of the multi-channel observations can be estimated with
the Expectation-Maximization (EM) algorithm. Typical models
are the Watson [1] and the complex Angular Central Gaussian
(cACG) [2] mixture models. The actual separation is performed
with the source activity posteriors which are interpreted as masks:
A source signal can be retrieved either by simply multiplying the
STFT representation of the mixture signal by the speaker’s mask
or by beamforming. In the latter case, the mask is employed to
compute source-specific spatial covariance matrices, from which
the beamformer coefficients of common beamformers can be ob-
tained [8]. Note that the number of sources K can be smaller,
equal or larger than the number of microphones M . The only re-
quirement is that at least two microphones are available (M ≥ 2).
It should also be mentioned that, with SMMs, each frequency is
usually treated independently, which incurs a frequency permu-
tation problem: the order of speakers in each frequency is unde-

fined and needs to be aligned by a so-called permutation solver,
e.g., [9], before transformation to the time domain.

Independent Vector Analysis (IVA), on the other hand, does
not employ a sparsity assumption. Based on ICA, the core as-
sumption is that sources are either non-Gaussian, non-stationary
or non-white [10], or even non-proper [11]. In case of speech
considered here, non-Gaussianity and non-stationarity are the
most common assumptions. Most IVA algorithms assume a de-
termined case, i.e. the number of speakersK is equal to the num-
ber of observations M . This is because IVA assumes the ob-
servation is obtained with an invertible mixing matrix from the
source signals. Source separation is thus obtained by reverting
this mixing process. However, an extension to the overdeter-
mined case where M ≥ K can be obtained, e.g., by dimension
reduction through Principal Component Analysis (PCA) [12], by
introducing dummy sources [13] or by simply discardingM−K
microphone channels. Note that IVA treats all frequencies jointly
and thus does not require a frequency permutation solver.

Surprisingly, no direct comparison of SMMs and IVA on a
reasonably sized database has been done so far, at least to the
best of our knowledge. This paper is meant to fill this gap. Here
we use the Spatialized Multi-Speaker WallStreet Journal (SMS-
WSJ) dataset proposed by [14]. This dataset offers up to M =
6 observations which contain mixed signals from two speakers.
Additionally, the observations are reverberated and contain mild
microphone noise. As evaluation metric we use the Signal-to-
Distortion Ratio (SDR) [15] and the Word Error Rate (WER) of
a downstream speech recognizer.

Since SMMs and IVA rely on quite different modeling
assumptions they may have complementary weaknesses and
strengths, which makes a combination of the two an attractive
option. Here, we suggest a serial concatenation, where the output
of the SMM serves as an initialization of IVA. With this the WER
performance can be improved by more than 10 % relative and ap-
proaches the best WER reported on this dataset, which has been
obtained by a much more complex multi-channel neural-network
based source separator.

The rest of this paper is organized as follows, Section 3 de-
scribes the model and the two algorithms and the way we ini-
tialize the IVA algorithm. The setup of the experiments and the
discussion of the results are in Section 4. Section 5 summarize
this paper.

2 Notation
In this paper we use the following notation, small characters x,
bold characters x and bold capital characters X defines scalars,
column vectors and matrices, respectively. ek defines a unit vec-
tor, which is the k’th column of the identity matrix IK ∈RK×K .
The superscript T and H denote the matrix transpose and the con-
jugate transpose of a matrix, respectively. All signals in this paper
are in the STFT domain, with t and f being the time frame and
the frequency bin index, respectively.

3 Model
Let sf,t = [sf,t,1 . . . sf,t,K ]

T ∈ CK be the vector of K
source signals at frequency bin index f and time frame t. The
“image” of this mixture at the M microphones is given by

xf,t,k ≈
∞

∑
τ=0

af,τ,ksf,t−τ,k (1)
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where xf,t,k ∈ CM and where af,τ,k ∈ CM is the vector of rel-
ative transfer functions from the source k to the microphones.

The microphone signals further contain noise resulting in the
observation vector yf,t ∈ CM :

yf,t = ∑
k

xf,t,k+ ñf,t (2)

= ∑
k

hf,kdf,t,k+nf,t = Hfdf,t+nf,t. (3)

Here, we introduced the early part of the reverberated signal
df,t,k and hf,k represents the early part of the Relative Transfer
Function (RTF), while the distortion nf,t captures both the noise
ñf,t and the late reverberation [16]. In Eq. (3), Hf ∈CM×K and
df,t ∈CK collect the early part of the RTFs and desired signals,
respectively.

In the following, we describe two separation algorithms:
SMM with source extraction by beamforming, and IVA. Both
conduct a linear estimation, but the core assumptions are quite
different as we will see.

3.1 Spatial Mixture Model
SMMs rely on the sparsity assumption of speech in the STFT
domain: At most one source is active at any time frequency bin.
Let zf,t ∈ {0,1, . . . ,K} be a hidden variable, where zf,t = k
indicates that source k is dominant in TF bin (f,t), and k = 0
is meant to indicated absence of a speech source. Then sparsity
implies that Eq. (3) can be rewritten as

yf,t =

{
hf,zf,tdf,t,zf,t zf,t ∈ {1, . . .K}
nf,t zf,t = 0.

(4)

With this assumption, a mixture model is appropriate to represent
the distribution of yf,t [1]:

p(ỹf,t;πf,k,Bf,k) = ∑
k

πt,k ·A
(
ỹf,t;Bf,k

)
, (5)

where A(·) is the component distribution, for which we used the
cACG [2] in the following experiments. The input for the SMMs
is the observation normalised to unit length

ỹf,t =
yf,t
‖yf,t‖

∈ CM . (6)

The rationale for the removal of the vector length is the fact that
the signal amplitude is mainly determined by the source signals,
while the above model is meant to capture the spatial arrangement
of the sources, represented by the orientation of ỹf,t, since the
spatial diversity of the sources is exploited for separation.

3.1.1 Parameter estimation
Maximum likelihood estimation of the SMM parameters is
achieved by the iterative EM algorithm [2]:

γf,t,k =
πt,k ·A

(
ỹf,t;Bf,k

)
∑k̆ πt,k̆ ·A

(
ỹf,t;Bf,k̆

) , (7)

Bf,k =M ·
∑t γf,t,k

ỹf,t·ỹ
H
f,t

ỹ
H
f,tB

−1
f,kỹf,t

∑t γf,t,k
(8)

πt,k =
1
F ∑

f

γf,t,k . (9)

Here, γf,t,k = Pr(zf,t = k|ỹf,t) is the posterior probability that
TF bin (f,t) is dominated by source k. Further, Bf,k is a param-
eter matrix. Please note that the mixture weight πt,k has been
chosen here to be time dependent [17]. While, in theory, the time
dependent mixture weight [17] avoids the frequency permutation
problem, experiments showed that more reliable estimates are ob-
tained, if a permutation solver is nevertheless integrated in the
EM algorithm, i.e., applied after each EM step [18]. We use an
unpublished1 similarity based permutation solver from Tran Vu
[1] similar to [9] and apply it after Eq. (7).

1Code is published: https://github.com/fgnt/pb_bss

3.1.2 Beamforming
The SMM does not yield an estimate of the source signals. Sig-
nal extraction is done by interpreting the posterior probabilities
γML
f,t,k as a mask. The k-th source can be recovered simply by

multiplying the observed signal with the posterior probability.
But superior performance is achieved by employing the mask
to compute spatial covariance matrices, which are then used to
calculate a Minimum Variance Distortionless Response (MVDR)
beamformer [19] with an SDR based reference channel selection
[8]. Finally, we can obtain the estimate with

d̂f,t,k = w̆H
f,k ·yf,t , (10)

where w̆H
f,k are the beamformer coefficients.

3.2 Independent Vector Analysis
IVA [4, 5] is an extension of ICA [3, 7]. In ICA we assume that
the observation yf,t is obtained by a linear combination of the
“source” signals df,t

yf,t = Hfdf,t , (11)

where it is assumed, that the mixing matrix Hf ∈ CM×K is in-
vertible. This implies that the number of sourcesK is equal to the
number of microphones M . The goal is then to find a separation
matrix Wf ∈ CK×M that estimates the source signals df,t

d̂f,t = Wf ·yf,t , (12)
where the key assumption is, that the source signals are indepen-
dent.

The difference between ICA and IVA is that ICA assumes
an independent source model for each frequency, while in IVA
the source models are coupled between the frequencies. Here,
the coupling is given by the time-varying, however frequency-
independent variance rt,k of the source models:

p
(
d̂f,t

)
= ∏

k

N
(
d̂f,t,k;0,rt,k

)
. (13)

Source separation thus exploits the nonstationarity of the sources,
rather than the non-Gaussianity.2

The separation matrix Wf is commonly estimated with the
maximum likelihood approach.

To accommodate the overdetermined case, where the num-
ber of microphones exceeds the number of sources (M >K), we
here follow the approach of Overdetermined IVA (OverIVA) in
[13]. They proposed to add M −K dummy estimates vf,t =

[vf,t,1 . . . vf,t,M−K ]
T, so that no dimension reduction tech-

nique is necessary. For the M −K estimates, they proposed to
use a Gaussian model with a time-invariant but frequency depen-
dent covariance, which stands in contrast to the time-varying fre-
quency independent variances rt,k used for the true sources. In
[13] it is shown that the dummy sources vf,t can be modeled as
dependent variables without negatively affecting the estimation
of the sources of interest df,t, while at the same time allowing
to find a simpler solution. Hence we use a full covariance matrix
Σf in:

p
(
vf,t

)
=N

(
vf,t;0,Σf

)
. (14)

Now we can define the square separation matrix

W̃f =

[
Wf
Uf

]
∈ CM×M , (15)

and use complex linear random variable transformation [20] for

yf,t = W̃
−1
f

[
d̂

T
f,t vT

f,t

]T
to obtain the likelihood:

L= p(yf,t;∀f ∈ {1, . . . ,F} and t ∈ {1, . . . ,T};θ)

= ∏
f

|det(W̃f )|2 ·∏
t

N
(
Ufyf,t;0,Σf

)
·∏
k

N
(
wH
f,kyf,t;0,rt,k

)
,

(16)

2Note, though, that when averaging over the distribution of the vari-
ances (typically a Gamma distribution), the resulting predictive distribu-
tion is student-t, i.e., is supergaussian.

https://github.com/fgnt/pb_bss


Algorithm 1 OverIVA inspired by [13]

1: Initialize W̃f
2: while not converged do
3: for k ∈ {1, . . . ,K} do
4: rt,k← 1

F ∑f |w
H

f,kyf,t|
2 ∀t

5: for f ∈ {1, . . . ,F} do
6: Rf,k← 1

T ∑t
1
rt,k

yf,ty
H

f,t

7: wf,k ←
(
W̃fRf,k

)−1
ek

8: wf,k ← wf,k/
√

w
H
f,kRf,kwf,k

9: update k’th row of Wf with w
H

f,k

10: Jf ←
(
E2Σy,fW

H

f

)(
E1Σy,fW

H

f

)−1

11: Uf ← [Jf −IM−K ]

12: W̃f ←
[
Wf
Uf

]

where wf,k is an entry of Wf = [wf,1 . . . wf,K ]
H and θ

are all parameters, i.e. Wf and rt,k for every f , t and k.

3.2.1 Parameter estimation
Since no closed form solution is known, the likelihood is max-
imized in an iterative fashion, similar to [21, 22]. Algorithm 1
summarizes the update rules for the OverIVA parameter estima-
tion presented by [13]. The maximization regarding the separa-
tion matrix leads to the Hybrid Exact-Approximate Joint Diago-
nalization (HEAD) Problem [23], which also has no closed form
solution if the number of sources is greater than two [21, 24, 25].
So we update the separation matrix in another iterative update
scheme proposed by [22]. In the algorithm we used the following
notation

E1 = [IK 0K×M−K ] ∈ CK×M , (17)

E2 = [0M−K×K IM−K ] ∈ C(M−K)×M . (18)
Further,

Σy,f =
1
T ∑

t

yf,ty
H

f,t ∈ CM×M , (19)

is the covariance matrix of the observations.
After the separation has been performed with Eq. (12), the

scaling ambiguity of the sources is resolved with the minimum
distortion principle [26]

β̂f,k = argmin
βf,k

∑
t

∥∥yf,t,r−βf,kd̂f,t,k∥∥2
, (20)

where r is a reference microphone index and β̂f,k a scalar to fix
the scaling ambiguity. This leads to

d̂f,t,k←
∑t̆ yf,t̆,rd̂

∗
f,t̆,k

∑t̆ |d̂f,t̆,k|2
d̂f,t,k . (21)

where (·)∗ is the complex conjugate operation.

3.2.2 Parameter initialisation
To start the estimation iterations for IVA an initialisation of the
separation matrix Wf is necessary. The simplest option is to
employ the identity matrix for W̃f . A more elaborated way is to
use the eigenvectors of Σy,f that belong to the largest eigenval-
ues [13] and then calculate W̃f with the help of lines 10 to 12
from Algorithm 1.

However, initialization of an iterative algorithm turns out of-
ten times to be critical for overall performance. Therefore, we see
here an opportunity for combining the two approaches for source
separation: using the result of the SMM to initialize IVA.

Let d̂f,t,k be the estimates of the separated signals obtained
by the SMM. The separation coefficients wf,k of IVA can then
be initialized by solving the following least squares (LS) problem

wf,k = argmin
wf,k

{
∑
t

‖d̂f,t,k−wH
f,kyf,t‖

2
}
, (22)

whose solution is well-known:

wf =
(
∑
t̆

yf,t̆y
H

f,t̆

)−1
∑
t

yf,td̂
∗
f,t,k . (23)

We mentioned earlier that source extraction based on SMMs is
done by beamforming. Therefore, it appears natural to use the
beamforming vectors, such as wH

f,k, Eq. (10), directly as the
initial values of the separation matrix. Indeed, this is a valid
option, since the beamformer coefficients have been derived as
linear estimates that optimize some objective function, such as
mean squared error or minimum variance under a distortionless
constraint. In the following we will, for reasons to be explained
below, use different STFT sizes for SMM and IVA based sepa-
ration. While transforming the coefficients from one STFT size
to another is in principle possible, it is easier to obtain the coef-
ficients in the target STFT window size by solving the above LS
problem. Note, in case of the same STFT window size and shift
in SMM and IVA, the beamformer is equal to the least squares
estimate from Eq. (23), which can be seen, when we use Eq. (10)
in Eq. (22):

wf,k = argmin
wf,k

{
∑
t

‖w̆H
f,k ·yf,t−wH

f,kyf,t‖
2
}
. (24)

4 Experiments
For evaluating the models, we use the SMS-WSJ dataset pro-
posed in [14]. This dataset uses the audio data from the WSJ
Database [27], resampled to 8 kHz sampling rate. Utterances are
artificially reverberated by convolving with simulated Room Im-
pulse Responses (RIRs) with the sound decay time T60 sampled
uniformly in the range from 200 to 500ms, to create observa-
tions for 6 microphones. Two utterances are added at an average
SDR of 0dB to create a mixture. Further, to simulate the mi-
crophone noise, Gaussian noise with an average Signal-to-Noise
Ratio (SNR) of 25 dB is added.

The models in this paper don’t require a training, so only the
test set is used. This set contains 1332 mixtures, 45144 spoken
words giving rise to 201 minutes of test data.

As performance metrics we use the SDR [15] and the WER.
For the WER calculation we used the Kaldi [28] Automatic
Speech Recognition (ASR) model for this database [14].

4.1 Baseline and Topline
The first row of Table 1 shows the SDR and the WER if the ob-
servations are taken as they are, i.e., without any separation. Fur-
thermore, for each speaker separately, the early image signals3

are used [14, 16]. This corresponds to perfect dereverberation
and source separation, serving as topline for our experiments.

Next, those image signals are used as initialization for the
IVA separation matrix, i.e., replacing d̂f,t by df,t in Eq. (22),
which can serve as another indication of which performance is
best possible. Note that the performance strongly depends on the
STFT window size and the STFT advance, with longer windows
leading to improved performance up to 2048. This was to be
expected because the approximation of a convolution by a simple
multiplication in the STFT domain, Eq. (3), (so-called multiplica-
tive transfer function approximation [29]) is better justified.

3The early image is the speech source convolved with the initial 50 ms
of the RIR

Table 1: Reference scores on SMS-WSJ. Early image is the
speech source convolved with the initial part of the RIR [14].

Size / Shift WER [%] SDR [dB]

Observation - / - 78.12 −0.01

Early image - / - 7.24 57.10
+ linear constraint: Eq. (22) 1024 / 128 11.64 16.33
+ linear constraint: Eq. (22) 2048 / 256 9.29 20.07



Table 2: Scores for SMM and IVA with different STFT parame-
ters.

Size / Shift WER [%] SDR [dB]

SMM [14] 512 / 128 18.70 12.30
SMM 1024 / 128 14.33 12.80
SMM 2048 / 256 17.53 11.15
IVA 1024 / 128 13.84 13.53
IVA 2048 / 256 11.80 13.72

Table 3: Results of the IVA algorithm, using the mixture model
as initialization

Initiali- SMM IVA WER [%] SDR [dB]
zation Size / Shift Size / Shift

wBF
f,k

1024 / 128 1024 / 128 12.57 13.72
2048 / 256 2048 / 256 10.84 13.84

d̂f,t,k

1024 / 128 1024 / 128 12.56 13.71
1024 / 128 2048 / 256 10.69 13.88
2048 / 256 2048 / 256 10.84 13.85

4.2 STFT Sizes
In all following simulations, M = 6 microphones are used for
separation and the number of considered sources are K = 3.4

Following up on the effect of the STFT size, Table 2 shows
the performance of the source separation algorithms SMM and
IVA for different STFT window sizes and shifts. The result in
the first row is the baseline result from [14]. It can be observed
that SMM obtains its best results for an STFT size of 1024, while
IVA can be further improved by increasing the size to 2048. This
can be explained by the fact that SMM builds upon the sparsity of
speech in STFT domain, which is lost if the STFT size is chosen
too large, while IVA does not have to bother with sparsity and
therefore can afford larger sizes.

Further, it is striking that IVA clearly outperforms SMM
based source separation. It should also be mentioned that the
SDR is not always a good indicator of WER performance. Com-
paring the results in the last two rows, although the SDR improves
by only 0.19dB, the WER decreases by more than two percent-
age points! We will come back to this discrepancy below.

4.3 Model Chaining
Table 3 displays results obtained with the initialization of the IVA
separation matrix using the SMM output. Using the initialization
improves the results of IVA. While the SDR is improved by only
0.15 dB, the WER improved by more than 1 percentage point
compared to the best results in Table 2.

In order to shed some light on the significance of the SDR
on WER, Fig. 1 displays the cumulative distribution function of
the SDR for different models. Here we can see that IVA achieves
very low SDR values for some examples: Without the SMM-
based initialization, 3.2 % of the examples separated by IVA
achieved a SDR of ≤ 7dB. With the SMM-based initialization,
the number of poorly separated mixtures is reduced to 2 %.

Mixtures with such low separation performance will cause
recognition errors in the ASR engine. Thus, reducing the percent-
age of poorly separated mixtures may not have a large impact on
the average SDR performance, but nevertheless have significant
effect on the average WER.

4.4 Dereverberation and Comparison with
State-of-the-Art

Since the data is reverberated and since the source separation al-
gorithms by themselves are not meant to carry out dereverber-
ation, we experimented with Weighted Prediction Error (WPE)
[30, 31] as a preprocessing step in front of source separation.
WPE is a powerful dereverberation algorithm which has led to
improved ASR performance on many databases.

4We observed better performance, if we used a separate class for the
noise: 2 speakers plus noise amount to a total of 3 classes.

Table 4: Results of the proposed chain and comparison with lit-
erature

Array WER [%] SDR [dB]
agnostic

WPE + SMM 3 11.52 15.58
WPE + IVA 3 10.91 16.60
WPE + SMM + IVA 3 9.55 16.84

NN + BF + NN [32] 7 8.52 -
NN + BF [32] 7 28.71 -
NN + BF [33] 3 16.84 14.20
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Figure 1: Cumulative distribution of the achieved SDR values on
the testset

Here, we apply WPE using an STFT with a window size of
512 and a shift of 128. Those parameter values have been pro-
posed in earlier studies and can be motivated by the fact that WPE
explicitly aims at extracting the direct signal and early reflections,
up to 50ms of the RIR. Therefore, relatively short STFT windows
should be used such that the late reverberation is captured by the
windows following the window containing only the direct signal
and early reflections.

With WPE preprocessing and initializing IVA with SMM we
obtain the overall best results with 9.55% WER and 16.84dB
SDR.

In Table 4 we have added the results reported in [32].
They tried different combinations of Neural Networks (NNs) and
beamforming. The best configuration consisted of first a NN, then
beamforming and then again a NN, where both NNs had access to
all microphones and the objective was to do dereverberation and
source separation. The system which achieved the currently best
WER on SMS-WSJ is tuned to the specific array configuration
and is a huge system with 14 million parameters.

We note that our approach proposed here is worse by about
one percentage point, but achieves this result with an unsuper-
vised approach and much less parameters. Further, SMM and
IVA are array geometry independent and have already proven to
work with real recordings.

Since beamforming alone didn’t worked well in [32], see en-
try NN+BF [32] in Table 4, we applied the NN system from [33]
to this dataset (entry NN+BF [33]). When comparing to our pro-
posal that uses a linear enhancement (i.e. beamforming), we see
an advantage of ours compared to the NNs.

5 Conclusion
In this paper, two unsupervised blind source separation tech-
niques are compared on the SMS-WSJ dataset. It is shown that
IVA outperforms SMM. Furthermore, initializing IVA with the
output of SMM further improved the WER performance of IVA
by about 1 percentage point or 10 % relative. In a comparison
with results from the literature, the unsupervised techniques have
shown to get close to the best NNs, without being array depen-
dent and outperform array agnostic NN approaches.
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