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Abstract
We present LibriWASN, a data set whose design follows closely
the LibriCSS meeting recognition data set, with the marked dif-
ference that the data is recorded with devices that are randomly
positioned on a meeting table and whose sampling clocks are not
synchronized. Nine different devices, five smartphones with a
single recording channel and four microphone arrays, are used to
record a total of 29 channels. Other than that, the data set follows
closely the LibriCSS design: the same LibriSpeech sentences are
played back from eight loudspeakers arranged around a meeting
table and the data is organized in subsets with different percent-
ages of speech overlap. LibriWASN is meant as a test set for clock
synchronization algorithms, meeting separation, diarization and
transcription systems on ad-hoc wireless acoustic sensor networks.
Due to its similarity to LibriCSS, meeting transcription systems
developed for the former can readily be tested on LibriWASN. The
data set is recorded in two different rooms and is complemented
with ground-truth diarization information of who speaks when.

1 Introduction
Continuous speech separation (CSS) refers to the task of mapping
a continuous incoming data stream consisting of the speech of an
arbitrary number of, possibly concurrently active, speakers to a
fixed number of output channels in such a way that there is no
longer speech overlap on any of the output channels. It is designed
to be a source separating preprocessing step of a meeting recogni-
tion system. LibriCSS is a well-known publicly available data set
for evaluating and comparing meeting transcription systems [1].
It is structured in sets with different percentages of speech over-
lap, i.e., the amount of time when two speakers are concurrently
active. In each set eight loudspeakers at fixed positions play back
clean recordings from the LibriSpeech corpus [2] while a syn-
chronous seven-channel circular microphone array with 4.25 cm
radius records the audio. Since its publication and use during the
2020 Frederick Jelinek Memorial Summer Workshop, LibriCSS
has become the de facto standard for evaluation and comparison
of meeting transcription systems. Those systems typically consist
of a separation and enhancement stage, a diarization component
and an automatic speech recognition (ASR) system, where the
order of these tasks may vary [3].

Since research on meeting scenarios is getting more atten-
tion [4–6] and one data set cannot cater all scenarios, several
extensions have been proposed. As LibriCSS is merely a test set,
the Multi-Speaker Mixture Signal Generator (MMS-MSG) can
be used to generate training data for meeting recognition systems:
it can be parameterized to take utterances from the LibriSpeech
corpus to artificially generate meeting data with a desired degree
of speech overlap [7]. Further, the authors of [8] re-recorded
LibriSpeech data with a microphone array consisting of 40 syn-
chronized microphones distributed in a room of 110 m2 to assess
the performance of ad-hoc microphone arrays in a rather large
setting. In [6] spatially distributed asynchronous microphones are
used to record a data set named AdHoc-LibriCSS. It consists of
mini-sessions with either two speakers or five speakers. Each mini-
session was recorded by 5 recording devices, where the placement
of the loudspeakers and recording devices were randomly chosen
for each session. However, that data set is not publicly available.

We here also focus on an ad-hoc wireless acoustic sensor
network (WASN) scenario. Having in mind a usage scenario
where meeting participants use their own smartphones to record

the meeting, we record the data with a set of smartphones, whose
sampling clocks are not synchronized. The data is further recorded
with multi-microphone devices, accounting for a situation, where
a multi-channel conference communication system is additionally
available for signal capture.

If multiple devices are employed, the sampling rates of each
device will slightly differ from the target sampling frequency.
This effect, named sampling rate offset (SRO), depends on en-
vironmental influences [9], e.g., voltage supply or temperature,
and is time-varying [10]. As reported in [11] the SROs of
smartphones and audio devices can be in the range between
−40 parts per million(ppm) and 416 ppm, whereby devices from
the same vendors have less variation.

Our data set, called LibriWASN, was recorded in two acous-
tically different rooms, one with a reverberation time of about
200 ms and the other with a reverberation time of about 800 ms.
It offers 20 h of transcribed audio from 29 microphones from 9
different devices. This includes five smartphones, one soundcard
and three self-developed smart devices based on Raspberry Pis.
It has the same directory structure as LibriCSS to ease its adop-
tion for those already working with LibriCSS. Since playing back
the LibriSpeech utterances which were also used to create the 60
LibriCSS subsets the same ASR tools and models can be used
to evaluate the data. We complement the data set with ground-
truth information about speaker activity for performance analysis
purposes.

The data set is intended to be used to conduct research on
multi-channel source separation and meeting transcription tasks
using asynchronous audio streams. Furthermore, the combination
of multi-channel synchronous smart devices with additional asyn-
chronous single-channel audio streams from smartphones can be
studied. Here, approaches which either first estimate and compen-
sate for the SROs [12–14] and then separate the speaker signals
as well as approaches which handle the task in an integrated fash-
ion [6] are conceivable.

The paper is structured as follows: In Sec. 2 the recording
setup and details on the used hardware devices are presented. Then
information about the recorded signals and preprocessing steps
are summarized in Sec. 3. After explaining our reference system
in Sec. 4 and showing results on the data set in Sec. 5 we conclude
in Sec. 6 with a short summary.

2 Recording Setups
Fig. 1 displays the acoustic laboratory room with the recording
setup for LibriWASN200, i.e., the LibriWASN subset for a room
reverberation time of T60 ≈ 200ms. This room has ceiling-high
windows on one side of the room with radiators in front of the
windows. The ceiling is suspended with mineral fiber boards
and the floor is covered with low-pile carpet. A window to the
neighboring room, a door and two tables are sound-reflecting
elements. The remaining walls are partially covered with a sound-
absorbing surface.

The second room, used for recording LibriWASN800, is a
laboratory room with lightweight walls, a linoleum floor, many
window panes and a furnishing consisting of a glass cabinet and
tables. This all together leads to an increased reverberation time of
T60 ≈ 800ms. Furthermore, the room contained several computers
as noise sources.

A sketch of the device placement for LibriWASN200 is shown
in Fig. 2. In the center of the table a circular microphone array



Figure 1: Recording setup of LibriWASN200: Eight loudspeakers
surrounding a table with multiple recording devices.

consisting of eight AKG C 400 bl microphones with hypercardioid
characteristic is placed. It is connected to the soundcard that plays
the signals on the indicated loudspeaker positions. We used JBL
Control One loudspeakers that were facing the table. Further, the
smartphones and Raspberry Pis are distributed on the table as
shown.

For LibriWASN800 the soundcard array remained in the center
of the table, but the positions of the other devices on the table were
changed. Position information for all devices and loudspeakers as
well as pictures of the setups and rooms can be found in [15].

2.1 Hardware Devices
The following devices are used to record the data:

• Soundcard: Focusrite Scarlett 18i20 (3rd Gen), 8 channels,
circular microphone array (diameter: 20 cm)

• Raspberry Pi 4 Model B
– asnupb2 & asnupb4: AudioInjector Octo, 6 channel analog

frontend, circular microphone array (diameter: 5 cm)
– asnupb7: Soundcard with 4 channels, adjustable sampling

rate at part per billion (ppb) precision, quadratic micro-
phone array (edge length: 5 cm)

• Android Smartphones
– Xiaomi MI A2 – Google Pixel 6a (2×)
– LG Group Nexus 4 – Google Pixel 7

A total of 29 microphone channels are recorded in a parallel pro-
cess. The audio playback is handled by the soundcard. See [16]
and [17] for more details on the 6 channel microphone analog fron-
tend. To distinguish between the two Pixel 6a type smartphones
we call one “Pixel 6a” and the other “Pixel 6b”.

2.2 Adjustable Sampling Rate Offset
SRO manipulations in software have high computational costs [18]
and, furthermore, may attenuate the upper frequencies bands due
to the required low-pass filter [19]. Hence, we developed an audio
front-end for Raspberry Pis whose sampling frequency can be
adjusted in hardware at ppb granularity (see Fig. 3 right). It uses a
field programmable gate array (FPGA) for handling the interface

Figure 2: LibriWASN200 recording and playback devices: Eight
loudspeakers surrounding a table with 5 smartphones, one 8-
channel microphone array (soundcard) and three Raspberry Pi
devices. Red dots indicate microphones on devices.

Figure 3: Raspberry Pis with mounted soundcards. Left: AudioIn-
jector Octo with 6 channel microphone analog frontend (asnupb2
& asnupb4). Right: FPGA-based 4 channel soundcard (asnupb7).

communication between hardware and kernel space drivers. Fur-
thermore, it has the ability to compensate for SROs without addi-
tional computational requirements with smooth frequency changes
in the range of ±1000ppm during recording and a lossless record-
ing of all upper frequencies w.r.t. the Nyquist theorem. To this
end, on the frontend an Si514 chip (any-frequency inter-integrated
circuit (I2C) programmable crystal oscillator (xo)) is deployed to
generate the sampling signal clock of the analog-digital converter
(ADC).

While the hardware is originally intended to compensate for
SROs, we here misuse it to artificially increase the SROs. Hard-
ware bought from the market comes with a random SRO and,
depending on the individual devices, a certain SRO spread can be
observed. As reported in [11] typical SRO values range between
−40 ppm and 416 ppm whereby values exceeding ±100ppm are
rarely observed. Hence, we set the sampling frequency of asnupb7
to 16 kHz with an SRO of −100ppm.

Researchers working on the data set can select a subset of
devices to meet their requirements w.r.t. the SRO-range. In Sec. 5
some SRO measurements are presented.

2.3 Smartphones & Streaming
The Android operating system offers multiple different audio
sources for recording. Some of them preprocess the microphone
signals, e.g., type voice recognition suppresses environmental
noise to a certain extent. To prevent signal loss or artifacts on all
smartphones the least processed type was selected.

The recorded audio data was streamed wirelessly from each
smartphone to a central data acquisition server. Similarly, the
Raspberry Pis send their data via a wired connection. All con-
nections are transmission control protocol (TCP)-based and have
been continuously supervised to work losslessly.

3 Signals & Preprocessing
The recordings were performed during the regular operating of
our laboratory at the university. As a result they may contain
minimal interference from road traffic or impulsive interference
from doors.

3.1 Data Quantization & Normalization
The Android smartphones sample the data at 16 kHz with a quan-
tization of signed 16 Bit. The Raspberry Pis share the same sam-
pling rate with a quantization of signed 32 Bit and the soundcard
has a sampling rate of 48 kHz with 32 Bit resolution. The gain
of the analog circuits was adjusted so that no clipping occurred
during the recordings and all audio stream samples are converted
to 16 Bit little endian values.

3.2 Downsampling
High-quality multi-channel soundcards with native support of a
sampling rate of 16kHz are currently not available on the market.
Hence, we used a Focusrite Scarlett 18i20 (3rd Gen) universal
serial bus (USB) soundcard to playback and record the LibriSpeech
data at 48 kHz. To this end, we implemented an up/down-sampling
method employing a linear phase, optimal equiripple finite impulse
response (FIR) filter with a stop band attenuation of 50dB and a
filter length of 256 taps.



3.3 High-Pass Filtering
The recordings of LibriWASN200 showed low-frequency interfer-
ence from the water pipes of the heating and an air conditioner
from an adjacent lab room, which we removed by high-pass fil-
tering (3 dB cutoff frequency at 75 Hz) from all recordings. After
removing the low frequency noise the signals have a signal-to-
noise ratio (SNR) of approximately 30dB depending on their
position and the active source. For example, the Raspberry Pi
asnupb4 has a measured SNR of 15.25dB (in set OV10, session
3, first speaker) and after high-pass filtering an SNR of 33.21dB.
The recordings of LibriWASN800 contain more noise from the
computers in the background and no noise from the air condition-
ing system (e.g., asnupb4 has an approximate SNR of 20 dB, a
high-pass filter increases it by 3dB). Thus, we have taken them
unprocessed and leave any noise suppression to future users.

3.4 Sampling Time Offset Reduction
The asynchronous devices in the network start recording at un-
known points in time. The resulting initial time offset, called
sampling time offset (STO), is not only influenced by quantities
that can be controlled, e.g., the selected packet size when interact-
ing with the soundcard and the size of the soundcard data buffer,
but also by random quantities that cannot be controlled, e.g., the
latency in the network, the packet size of the network and the
scheduling of the kernel.

We reduce the STO to a technically possible minimum by first
starting the recording on all devices and merging the data streams
at a central node. After all devices have delivered data, we discard
already received data in the queue and start signal recording. This
reduces the STO to a size of a few packets. The remaining offset
is determined by correlating the signals and then reduced to an
approximate range of ±40samples during the first 10 s of each
recording. Note that the described STO minimization is done per
device so that the intra-device time differences of arrival (TDOAs)
are maintained.

The inter-device TDOAs correspond to a superposition of
the STO and the time difference of flight (TDOF) [10], which is
caused by the different distances of the sources to the microphones.
Thus, the above time offset removal, which forces these TDOAs
to be close to zero at the beginning of the recordings, does not
only remove the STO but also manipulates the TDOF information.
Since the latter is carrying the source position information source
localization based on inter-device TDOAs, estimated from the
processed signals, cannot be performed.

4 Reference System
In addition to the data set we also provide a meeting transcrip-
tion pipeline as reference/baseline system for future works. In
the experimental section we provide results for this pipeline us-
ing single device and multi device setups. To enable a coherent
processing of signals gathered by different devices, we firstly
compensate for SROs. For this we use the dynamic weighted
average coherence drift (DWACD) method [10] to estimate the
SROs and afterwards compensate for them using the short-time
Fourier transform (STFT)-resampling from [18].

In order to extract the single speakers’ signals, mask-based
beamforming is utilized. A complex Angular Central Gaussian
Mixture Model (cACGMM) [20] with time-dependent instead of
frequency-dependent mixture weights [21] is used to estimate a
mask for each of the speakers and an additional mask for noise.
The initialization of the cACGMM is based on the idea to divide
the meeting into segments consisting of multiple frames, which
are clustered afterwards [22]. For each segment a spatial covari-
ance matrix (SCM) is estimated. To avoid ambiguities due to
speech pauses or overlapping speech, a rank-1 approximation of
the SCMs is conducted. In addition to that, the ratio of the largest
and the second largest eigenvalue of the SCMs is used as indicator
if one speaker is dominant within a segment. If this ratio is below
a certain threshold, indicating either a speech pause or overlapping

Smartphone SRO Device SRO
Pixel6a 16.62 ppm Soundcard 0.0 ppm (Ref.)
Pixel6b 13.58 ppm asnupb2 −10.35 ppm
Pixel7 13.73 ppm asnupb4 −23.18 ppm
Nexus −0.11 ppm asnupb7 −109.03 ppm
Xiaomi −1.44 ppm

Table 1: Estimated average SROs of WASN devices w.r.t. sound-
card as reference.

speech, the segment is assigned to the noise class. The segments
are clustered based on the similarity of their SCMs, which is
measured by the the correlation matrix distance from [23]. By
quantizing the similarity measure to zero (not the same speaker)
or one (the same speaker) for each segment based on a certain
threshold, results in an activity pattern that indicates in which seg-
ments the same speaker is active. Subsequently, a leader-follower
clustering is used to group the segments whose activity patterns in-
tersect most. To avoid that the cACGMM diverges too much from
the initialization, the latter is used as guide for the first expectation
maximization (EM) iterations.

The speakers’ signals are extracted using a minimum variance
distortionless response (MVDR) beamformer in the formulation
of [24]. Therefore, the meeting is segmented using the priors of
the cACGMM as described in [22]. In each segment the SCM of
the target speaker and the SCM of the interference are estimated
using the masks obtained from the cACGMM. The mask used to
estimate the interference SCM is obtained as sum of all masks
except the one of the target speaker. Finally, a pretrained ASR
system [25] for LibriSpeech from the ESPnet framework [26] is
used to transcribe the separated signals. This ASR system has a
transformer architecture and is trained on LibriSpeech. On the
clean test set of LibriSpeech it achieves a word error rate (WER)
of 2.7 %.

5 Experiments
In the following two aspects of the data set are investigated. First,
the SROs between the different recording devices are analyzed.
Afterwards, the proposed reference system is investigated for
varying recording setups.

5.1 Sampling Rate Offsets
We estimated the average SRO of the hardware device from the
audio recordings by employing the DWACD method. As shown
in Tab. 1 the hardware dependent SROs of the devices are in the
range between ±20ppm w.r.t. the sampling rate of the soundcard.

Since [11] reported SROs of more than 100ppm, we decided
to enrich the data set with a device that has an artificially higher
SRO. To this end, we intentionally set the changeable sampling
frequency of asnupb7 to 15998.4kHz relative to its build-in oscil-
lator corresponding to an additional SRO of −100ppm. This re-
sults in an average SRO of −109.03ppm relative to the soundcard.
Note that during the separate recording sessions the device tem-
peratures changed and, thus, the SROs are slightly time-varying.

In Fig. 4 the estimated delays between the first channel of the
soundcard and the first channel of the other devices are exemplary
depicted over time. While the measures described in the last
section lead to a delay of nearly zero at the start of the recording,
the delays drift over time due to the different SROs. One can also
clearly see the abrupt changes in the delay values, that are caused
by changing TDOFs due to speaker changes.

5.2 Source Separation
Table 2 shows a comparison of the LibriCSS data set and the two
subsets of the LibriWASN data set w.r.t. the performance of the
proposed reference meeting transcription system. As measure for
the meeting transcription performance the concatenated minimum-
permutation word error rate (cpWER) [27] is utilized.
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Figure 4: Estimated delay between soundcard and first channel of
each device (LibriWASN200, OV40, Ses. 9).

In order to get an impression of the acoustic conditions of
LibriWASN w.r.t. the ASR performance, we segmented the un-
processed signal of one channel using oracle activity information
for each speaker (Sys-1). It becomes obvious that the acoustic
conditions (see sessions without overlap: 0L and 0S) of Libri-
WASN200 seem to be less challenging w.r.t. ASR than the acoustic
conditions of LibriCSS. In contrast, the acoustic conditions of
LibriWASN800 seem to be a little bit more challenging than the
acoustic conditions of LibriCSS due to greater reverberation and
more noise.

Using a single microphone array for mask estimation and
beamforming (Sys-2), it can be seen that similar results can be
achieved for LibriCSS and LibriWASN200. Again, the performance
for LibriWASN800 is slightly worse due to the more challenging
acoustic conditions. If the masks are still estimated using a single
array but all devices are used for beamforming (Sys-3), the results
for both subsets of LibriWASN can be improved. This especially
holds for LibriWASN800. Thus, the achieved synchronization
based on the DWACD method seems to be good enough to enable
a coherent signal processing and, therefore, to benefit from the
spatial diversity of the distributed recording setup.

Utilizing all devices for mask estimation and beamform-
ing (Sys-4), the overall performance of the reference system de-
grades slightly. This is caused by a few sessions with very large
cpWERs. We hypothesize that these outlier results are caused by
errors made during the initialization of the cACGMM, e.g., by
mixing the activity of two speakers. However, the good results
for some overlap ratios indicate that mask estimation using spatial
information can also benefit from spatial diversity of the recording
setup.

Although the results achieved on the LibriWASN data set are
already decent there is still room for further improvement when
comparing the results to the cpWER which can be achieved by tran-
scribing the clean utterances from LibriSpeech (first result line of
Table 2). Further, it is to be mentioned that the proposed reference
system is based on spatial information, which is a very powerful
source of information in a static setup with fixed source positions.
How to achieve comparable performance with a single-channel
system or with moving speakers, remains an open problem.

6 Summary
We have presented a data set which consists of re-recordings
of the LibriCSS data set in two different acoustic environments
with 9 devices and a total of 29 channels. Its intended use is for
diarization and meeting transcription research in ad-hoc wireless
acoustic sensor networks, with a focus on synchronization and
multi-channel signal processing.

Download & Licence
The data set is available under Creative Commons Attribution 4.0
International License (CC BY 4.0) from Zenodo.

• Zenodo data set link:
https://zenodo.org/record/7960972

• Scripts for data set handling and code of the reference system:
https://github.com/fgnt/libriwasn
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