Optimized, highly efficient silicon antennas for optical phased arrays
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1. Introduction

Phased arrays are devices that consist of multiple receiving or transmitting antennas [1], where manipulation of amplitude and phase of each antenna element can be used to control the shape and direction of radiation field from the array, utilizing constructive and destructive interference [2]. For decades, the radio-frequency phased arrays were rigorously investigated and extensively employed in a variety of applications going from the radar to broadcasting applications [3]. Their optical counterparts are also attractive, which offer on-chip integration of thousands of elements for short optical wavelengths of interest at a much lower cost and form factor [4]. These optical analogs are versatile devices that could be utilized for several applications like free-space communication [5,6], optical switches [7], holographic displays [8], and light detection and ranging (LiDAR) [9–12].

Several demonstrations have been made to realize OPAs in integrated photonic platforms like indium phosphide [13], silicon nitride [14], III/V hybrid platforms [15,16], liquid crystals [17], etc. [18]. However, a promising platform to furnish high-yield, cost-efficient commercial systems is silicon photonics, which is highly compatible with the standard CMOS technology [19]. This is commonly accomplished using the silicon-on-insulator (SOI) process, where the top silicon layer realizes all the active and passive components of the array like the directional couplers, phase shifters, waveguides, and optical antennas [20]. A plethora of optical phased arrays (OPAs) have already been developed using this combination [21–23].

Silicon photonics makes it possible to reliably integrate a large number of densely packed microelectronics. However, the number of these elements and the spacing between them can be used to tailor the angular resolution, beamwidth, grating-lobe spacing, and power of the emission pattern [24]. In particular, a high resolution can be obtained by increasing the number of optical antennas, but on the other hand, their large size results in an inter-element spacing that is larger than the optical wavelength \( \lambda \) [4]. As a consequence, an increased number of grating lobes appear undesirably, which limits the field of view (FOV) of the OPA and, in turn, its grating-lobe-free steering range [25]. In this regard, 1-D beam steering has been demonstrated with 1-D OPAs that can tightly assemble long and narrow radiators [26–28]. These systems are capable of steering the beam in one direction only, unless utilized with a highly precise tunable laser, making 2-D beam steering possible [29]. Furthermore, 2-D beam steering has also been shown by dispersive OPAs [30], circular OPAs [31], and planar OPAs [32].

In this work, we aim to improve the efficiency in the FOV for the OPA presented in [32]. In particular, we use full-wave numerical simulations in conjunction with a hybrid optimization routine that employs particle swarm and trust-region optimization to increase the amount of power...
directed by the dielectric nanoantenna from a unit cell into the FOV of the array [33–35]. Our optimized antenna directs almost 5 times more power into the FOV than the reference antenna. Furthermore, we propose a modified structure that can further enhance this power to 10 folds by using a simple, yet efficient Bragg reflector made of silicon. We anticipate that our optimized antennas can be easily fabricated and utilized for enhancing the performance of LiDAR and OPAs used in different applications.

2. Numerical setup

In this work, we optimize the emission characteristics of two different antennas that can be used in a two-dimensional OPA. Each unit cell of the OPA comprises three main components, namely, a directional coupler (DC), phase shifter (PS), and a low-loss dielectric antenna, as shown in Fig. 1. The technical specifications of the DC and PS were taken into consideration for defining the footprint constraints in the optimization of the antenna component to fit it exactly in the same compact footprint of 9 μm × 9 μm as the original design in [32]. The antennas are made of silicon with a refractive index of n$_{Si}$ = 3.48 and are simulated in a silicon-dioxide cladding having a refractive index of n$_{SiO_2}$ = 1.45. The large refractive index contrast between the two materials facilitates a stronger light-matter interaction. Fig. 2a and Fig. 3a show the schematic representation of the antennas, which are oriented along the xy-plane with a direction of propagation along the x-axis. These antennas are excited with the fundamental transverse electric (TE) mode at an operational wavelength of 1.55 μm. Full-wave numerical simulations were performed using CST Microwave Studio in the frequency domain utilizing the finite element method [36]. The computational domain of the simulations is surrounded by an open boundary in which the far-field for the antenna is obtained using near-to-far-field transformation utilizing the fields at the bounding box of the simulation domain [37]. The optimization utilized the particle swarm algorithm, a heuristic global optimizer in conjunction with the trust-region method, a local optimization technique. This hybrid optimization routine requires more iterations in comparison to other techniques such as topological optimization, that in addition, are not constrained by a pre-defined starting structure [38]. However, the proposed routine has a higher probability of finding a global optimum with high accuracy due to a thorough examination of the search space. This numerical setup works with a large number of parameters providing more degrees of freedom, while also accounting for variations in the antenna geometries. We optimize the power efficiency of the antenna in the FOV, i.e., the grating-lobe-free region that along $\theta_x$ and $\theta_y$ can be defined as [19,39]

$$\sin^{-1}\left(\frac{\lambda}{2d}\right) < \Delta \text{FOV} < \sin^{-1}\left(\frac{\lambda}{2d}\right),$$

(1)
Fig. 3. (a) Schematic representation of the dielectric antenna with the Bragg reflector optimized for 1.55 μm, highlighting the parameters used in the optimization. (b) Design parameters obtained from the optimization process. (c) Calculated angular linear directive gain distribution of the antenna exhibiting a directivity of $D = 84$ at $\theta = 1^\circ$. (d) Calculated near-field distribution of the power flow for the optimized antenna in the $xz$-plane at $y = 0$.

3. Results and discussion

We begin with the optimization of the first structure shown in Fig. 2a. It comprises an initial waveguide that guides light into the horn section with a partial etch followed by five circular gratings with a variable pitch. This gives twelve optimization parameters, as highlighted in the figure. The parameters include the angle ($\alpha$), horn radius 1 ($R_1$), horn radius 2 ($R_2$), horn radius 3 ($R_3$), spacing 1 ($S_1$), spacing 2 ($S_2$), spacing 3 ($S_3$), spacing 4 ($S_4$), grating width 1 ($W_1$), grating width 2 ($W_2$), grating width 3 ($W_3$) and grating width 4 ($W_4$). The table in Fig. 2b highlights the values of these parameters for the optimized antenna, and the values in blue specify the fixed parameters for the excitation waveguide width ($W$), the full height ($h_1$), and partial etch height ($h_2$) of the antenna. The partial etch helps break the up-down symmetry of the antenna in order to have a higher upward radiation efficiency than the downward radiation efficiency, utilizing the constructive-destructive interference [40,41]. At 1.55 μm, the optimized antenna exhibits a linear directivity of 54 at an angle of $\theta = 0^\circ$ and $\varphi = 0^\circ$. For the aforementioned wavelength, the antenna demonstrates a half-power beamwidth (HPBW) of $12.5^\circ \times 22.2^\circ$, as shown in Fig. 2c, representing the calculated directive gain distribution of the antenna. Fig. 2d shows the near-field power distribution of the structure, which exhibits upward propagation of the power. Taking a look at the broadband efficiencies of this structure, at a wavelength of $\lambda = 1.55$ μm, this structure has an upward efficiency of 51%, downward efficiency of 39%, and reflection efficiency of 10% back to the waveguide (see Fig. 4a). Interestingly, Fig. 4c reveals that approximately 3.2% of the optical power is radiated into the FOV. Overall, the antenna structure has a compact footprint of approximately $5.2 \times 3.27 \mu m$, this structure has an upward efficiency of $51\%$, downward efficiency of $39\%$, and reflection efficiency of $10\%$ back to the waveguide (see Fig. 4a). Additionally, the $\Delta P_{\text{FOV}}$ in Fig. 2b represents the sensitivity of each parameter with respect to the figure of merit, i.e., the radiation efficiency in the FOV. The sensitivity analysis is shown for $\pm 2^\circ$ for $\alpha$ and $\pm 10$ nm for all the other parameters, highlighting their tolerance to fabrication imperfections. It is evident from this analysis that $h_1$, $R_1$, and $h_2$ are the most sensitive parameters, as they affect the footprint and diffraction efficiency of the antenna.

To further improve the upward efficiency and the power in FOV, we add an additional asymmetry by introducing a silicon-based Bragg reflector under the antenna structure. The reflector consists of two silicon mirrors with a width of $\lambda_{\text{Si}}/4$, that are separated by a distance of $\lambda_{\text{SiO}_2}/4$, where $\lambda_{\text{Si}}$ and $\lambda_{\text{SiO}_2}$ are the wavelengths in silicon and silicon dioxide, respectively. The schematic of the structure is shown in Fig. 3a with one new optimization parameter, the reflector distance ($D$), in addition to the twelve parameters of the fundamental structure shown in Fig. 2a. The value of all the thirteen parameters for the newly optimized design along with the sensitivity of each parameter is shown in Fig. 3b. Again, the sensitivity analysis reflects the tolerance for $\pm 2^\circ$ for $\alpha$, and $\pm 10$ nm for all the other parameters. At 1.55 μm, this structure...
demonstrates a linear directivity of $84^\circ$ along $\theta = 1^\circ$ and $\phi = 0^\circ$, with an HPBW of $11.2^\circ \times 19.8^\circ$, as seen in Fig. 3c. This increased gain is attributed to the use of the simple reflector, which also becomes evident from the near-field distribution showing an increased upward propagation of the power (see Fig. 3d). This configuration now exhibits an upward efficiency of $88\%$, a downward efficiency of $11\%$, and a reflection efficiency of $1\%$ (see Fig. 4b). In particular, $6.8\%$ of the optical power is directed into the FOV, which is two times more than that of the fundamental antenna without the reflector. This antenna structure has a footprint of approximately $5.2 \mu m \times 3.3 \mu m$, similar to the initial structure.

To compare the two structures investigated in this work, we plot in Fig. 4a and b the calculated radiation efficiencies as a function of the wavelength. As it can be seen, both antennas maintain a good upward efficiency for a broad range of frequencies, making them both broadband antennas. Remarkably, the reflector produces not just an increased upward efficiency but also a significantly reduced reflection efficiency of $1\%$ at the operational wavelength, as depicted by the dashed red curve in Fig. 4b. Additionally, Fig. 4c shows the optimized cost function, radiation efficiency in the FOV. We achieve a significant improvement in power concentration in the field of view (FOV) with our optimized antennas, outperforming the reference antenna (gray curve). The reference antenna’s FOV radiation efficiency is calculated for the geometric dimensions provided in [32]. Our antenna without the Bragg reflector can concentrate around five times more power in the FOV compared to the reference antenna, while the antenna with the Bragg reflector can concentrate around ten times more power in the FOV. Additionally, as per the sensitivity analysis, our optimized antennas are robust to fabrication imperfections, making them highly desirable.

Furthermore, the field from a single antenna can be employed for the calculation of the electromagnetic far-field radiation of the OPA as

$$ E_{array}(\theta, \phi) = E_{antenna}(\theta, \phi) \cdot AF(\theta, \phi), $$

where $E_{antenna}(\theta, \phi)$ is the far-field of a single antenna, $AF(\theta, \phi)$ is the scalar function representing the array factor, $E_{array}(\theta, \phi)$ is the far-field of the OPA, $\theta$ is polar, and $\phi$ is the azimuthal angle of the far-field [1]. Such arrays are commonly used in beam steering, like in radar and LiDAR, and conventionally, the large-scale integration makes it possible to generate complex radiation patterns with high resolution. Our optimized antennas can also be employed in such a 2-D phased array setup for desired pattern generation. The Gerchberg-Saxton algorithm is employed for the pattern synthesis, which utilizes the near-field and far-field intensity distributions to iteratively determine the phase required by each radiating element to generate the desired far-field pattern (in this case, the UPB initials of Paderborn University) [42, 43]. As the far-field quantity is known, the inverse Fourier transform of this data acts as the initial condition for the algorithm. At any given iteration, the approximate far-field quantity produced by the algorithm is inverse Fourier transformed to provide the magnitude and phase in the near-field. But as the name suggests, the far-field pattern is controlled by the phase and not the amplitude. Therefore, a uniform amplitude distribution of unity is maintained, and the phases generated by the algorithm for producing the UPB initials are used. Fig. 5a and b show the simulated far-field patterns of the $64 \times 64$ array configurations of the optimized antenna without and with the Bragg reflector, respectively. In particular at $1.55 \mu m$, the OPA configurations without and with the

Fig. 4. Calculated optical radiation efficiencies of the optimized antenna (a) without and (b) with the Bragg reflector. (c) Calculated power in the FOV for both optimized antennas in comparison to the antenna presented in [32].

Fig. 5. Calculated far-field radiation patterns for a $64 \times 64$ phased array configuration with respect to the optical antenna (a) without and (b) with the Bragg reflector to generate the Paderborn University logo (UPB) at $1.55 \mu m$. The original logo used in the process is shown in the middle. The pink circle highlights the FOV region.
Bragg reflector possess a side lobe level of $-2.5 \, \text{dB}$ and $-2.7 \, \text{dB}$, respectively. The pink circle highlights the region of the FOV. In agreement with our optimization results, it can be seen in Fig. 5 b that the antenna with the reflector generates more power inside the pink circle, manifested in the brighter red of the radiation pattern in comparison to the antenna without the reflector (Fig. 5 a). The original UPB logo used for the pattern generation is shown in the middle, and as suggested before, 16 interference orders correspond to 16 repetitions of the logo in each direction.

Finally, we show the possibility of beam steering and preliminary beamforming with our antennas. For this purpose, we considered an $8 \times 8$ array configuration of the antenna with the Bragg reflector. Fig. 6 shows the different phase configurations and the correspondingly generated far-field radiation patterns. In order to have a better visualization of the steering effect, the far-field patterns only show a small region of the polar angle, i.e., up to $\theta = 10^\circ$. Fig. 6a presents the initial case, where no phase distribution is applied to the uniformly excited array, demonstrating a directivity of 37.3 dB. All radiation patterns in Fig. 6 are normalized to this directivity. An alternating phase distribution of 0 and $\pi$ along the rows or columns of the array, as shown in Fig. 6b and c, allows the beam to be steered along the vertical or horizontal direction, respectively. In particular, the vertical steering results in a directivity drop of 0.4 dB, and the horizontal steering case has a drop of 0.7 dB. Similarly, using this alternating phase distribution along...
the rows and columns will shift the position of the beam in both the horizontal and vertical direction, essentially steering the beam along a diagonal, as shown in Fig. 6d, with a directivity drop of 1 dB. Furthermore, the tightly focused main lobe can also be split vertically or horizontally by using an alternating phase distribution of 0 and π/2 along the rows or columns, as shown in Fig. 6e and f, respectively. The splitting of the beam results in the power being divided between the two new beams, thus demonstrating ~3 dB drop in the directivity. Therefore, the presented antenna can be efficiently utilized in applications that require beam steering.

Finally, in Table 1, we compare our proposed antennas with other antennas suitable for OPAs with respect to upward radiation efficiency (η_up) and their main lobe emission angle (θ) for the wavelength of 1.55 μm. Our antennas have a comparable footprint with near-vertical emission. Moreover, Structure 2 has a significantly higher upward radiation efficiency with the ability to efficiently concentrate power in the FOV. Therefore, we believe that our proposed radiating elements offer a viable solution to applications that demand highly directive phased arrays.

Table 1

<table>
<thead>
<tr>
<th>Design</th>
<th>Footprint</th>
<th>η_up</th>
<th>θ</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>3.5 μm × 2.8 μm</td>
<td>51%</td>
<td>15°</td>
</tr>
<tr>
<td>[24]</td>
<td>5 μm × 2 μm</td>
<td>51%</td>
<td>7.4°</td>
</tr>
<tr>
<td>[44]</td>
<td>5.5 μm × 2.5 μm</td>
<td>71%</td>
<td>6°</td>
</tr>
<tr>
<td>[25]</td>
<td>5.1 μm × 2 μm</td>
<td>35%</td>
<td>9°</td>
</tr>
<tr>
<td>This work (Structure 1)</td>
<td>5.2 μm × 3.27 μm</td>
<td>51%</td>
<td>0°</td>
</tr>
<tr>
<td>This work (Structure 2)</td>
<td>5.2 μm × 3.3 μm</td>
<td>88%</td>
<td>1°</td>
</tr>
</tbody>
</table>

4. Conclusion

The dielectric antennas presented in this work were optimized to direct more power into the array FOV sized 6.8° × 6.8° at 1.55 μm. Our first optimized antenna demonstrates an upward efficiency of 51%, and 3.2% of the optical power is directed into the FOV. Our second antenna, empowered by the use of a simple yet efficient Bragg reflector, reveals an upward efficiency of approximately 90% with 6.8% of the optical power being directed into the FOV, which is ten times more in comparison to the reference antenna [32]. This increased efficiency is achieved with the use of a silicon Bragg reflector. Furthermore, by manipulating the phase distribution of all the antennas comprising the 2-D array, we show the possibility of beam steering and beamforming. We anticipate that our robust optimized antennas can be easily fabricated and utilized for enhancing the performance of LiDAR and OPAs used in different applications.
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