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Regarding competency-oriented teaching in higher education, lecturers face 
the challenge of employing aligned task material to develop the intended 
competencies. What is lacking in many disciplines are well-founded guidelines 
on what competencies to develop and what tasks to use to purposefully 
promote and assess competency development. Our work aims to create an 
empirically validated framework for competency-oriented assessment in the 
area of graphical modeling in computer science. This article reports on the use 
of the think-aloud method to validate a competency model and a competency-
oriented task classification. For this purpose, the response processes of 15 
students during the processing of different task types were evaluated with 
qualitative content analysis. The analysis shed light on the construct of graphical 
modeling competency and the cognitive demand of the task types. Evidence 
was found for the content and substantive aspect of construct validity but also 
for the need to refine the competency model and task classification.
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1 Introduction

Although in Europe the claim of educational policy for competency orientation was 
already initiated by the Bologna reform for more than 20 years, this approach does not seem 
to have been fully integrated into university teaching yet (Bachmann, 2018). It requires a new 
understanding of teaching in higher education and adjustments in teaching and assessment 
practice, which poses a challenge to many university lecturers (Schindler, 2015). This is 
primarily because it is not only necessary to clearly define the intended competency but also 
to select or develop assessment tasks that adequately foster or measure this competency. 
Competency orientation in the context of assessment means that assessment tasks address the 
intended competencies, i.e., that students are required to use relevant competency aspects 
(knowledge, skills, attitudes, etc.) to solve representative tasks of a domain so that valid 
inferences about underlying competency can be  drawn from performance on the tasks 
(Blömeke et al., 2015; Schindler, 2015). Following Messick’s (1995) unified concept of construct 
validity, empirical evidence of the appropriateness of the theoretical assumptions associated 
with the competency-based assessment and the interpretations of results must be found when 
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designing and validating assessments. Validity arguments for 
competence-oriented assessments used in the teaching-and-learning 
process must primarily support the claim that the tasks are suitable for 
supporting or measuring the development of competencies of a 
specific domain. Hence, based on the interpretation of students’ 
responses inferences about their knowledge and skills should 
be  possible, which in turn should inform instruction (Kane and 
Mislevy, 2017). In particular, arguments for the substantive aspect of 
validity are important because they provide evidence that the 
assessment tasks actually elicit construct-relevant cognitions or 
operations and thus address relevant competencies. With regard to 
cognitive validation, the analysis of response processes and their 
alignment with what is intended to be assessed is primarily advocated 
(e.g., Brückner and Pellegrino, 2017).

In this article, we present our approach to validating a competency 
model as well as a corresponding competency-oriented task 
classification in the field of graphical modeling in computer science 
based on students’ response processes. The competence model 
specifies the competence facets relevant to the domain and serves as a 
theoretical basis for selecting and designing assessment tasks. The task 
classification defines typical tasks of the domain and the competence 
facets employed when solving these tasks. The validity study is 
intended to provide empirical evidence using the think-aloud method 
that, on the one hand, the construct of graphical modeling competency 
is appropriately and sufficiently represented in the competency model 
and, on the other hand, that typical assessment tasks actually address 
the postulated competence facets and make the knowledge and skills 
underlying competent performance observable and thus measurable. 
In this respect, we would like to use the present study to demonstrate 
to what extent the think-aloud method can contribute to the validation 
of competency models and competency-oriented tasks. Furthermore, 
with our research, we intend to contribute to closing the persisting gap 
regarding competence orientation in university teaching in the field 
of graphical modeling, where empirically validated didactic 
frameworks for competency-oriented assessment are still missing 
(Bogdanova and Snoeck, 2019).

2 Theoretical framework

This study draws upon and integrates competency modeling, 
cognitive modeling and validation approaches from educational 
research, which are described in this section.

2.1 The construct of competency, its 
modeling, and measurement

The construct under study is competency which is defined as the 
cognitive abilities and skills individuals have available or have learned 
to solve specific problems, as well as the associated motivational, 
volitional, and social dispositions and abilities (Weinert, 2002). It is 
therefore considered a multi-dimensional construct (Blömeke et al., 
2015). Competency structure models consider the dimensionality and 
internal structure of competencies by describing the knowledge, skills, 
and attitudes (or competence facets) required for the domain under 
consideration in a differentiated and comprehensive manner (Schaper, 
2009). We consider competence models to represent cognitive models 

of domain mastery along the lines of Leighton (2004). Such models 
provide the theoretical assumptions and guidelines that can be used 
as a basis for the design of competency-based assessments in a specific 
domain (Leighton, 2004).

As competency is a latent construct, the underlying competency 
must be inferred from an observable performance (Blömeke et al., 
2015). In university teaching, competency-oriented knowledge tests 
are often used, that examine latent abilities regarded as prerequisites 
for competent behavior (Schindler, 2015). These tests attempt to 
represent competency through various typical tasks, thus eliciting 
observable behavior from which competency can be  inferred. 
However, it is often not possible to observe or infer all the competence 
facets involved in task processing based on the task solution alone 
(Gorin, 2006). Thus, depending on the competence facets to 
be examined, suitable methods or instruments must be selected that 
allow valid assessment.

In educational research, cognitive models of task performance are 
generated to define the interconnected knowledge and skills needed 
for solving specific tasks or responding to test items within a content 
domain (Leighton, 2004). Such models break down and depict the 
task-specific requirements and response processes. For instance, 
cognitive models for tasks with different difficulty levels can 
be generated by including appropriate hypotheses in the model, such 
as items with high difficulty are solved correctly by fewer students and 
require a longer response time than easier items (Gorin, 2006). 
Corresponding underlying hypotheses should also be incorporated 
when investigating the alignment of different task formats, such as 
selected-response (SR) (e.g., multiple choice questions) versus 
constructed-response (CR) (e.g., responses to essay questions) items 
(Gorin, 2006; Mo et al., 2021). If it is assumed that both response 
formats elicit the same response processes or address the same 
competencies, the cognitive models should be identical. Otherwise, 
specific models should be  developed for the response formats. 
Moreover, the assessment format can also be  considered in the 
development of cognitive models of task performance. It can 
be assumed that, depending on the assessment format (e.g., written or 
oral assessment) and whether the assessment is evaluated product-
related (i.e., based on the written task solution) or process-related (i.e., 
based on the observation of the response process), other aspects of the 
examined competency can be captured (Schreiber et al., 2009). One 
way for developing such cognitive models of task performance is 
rational task analyses in which domain experts determine the task-
related processes, the cognitive demand level of the tasks, or the 
addressed competencies (e.g., Schott and Azizi Ghanbari, 2008). Since 
both cognitive models of domain mastery, as well as cognitive models 
of task performance, are the foundation for the development and 
selection of proper assessment tasks and later interpretation of the 
results, it is essential to investigate and validate them empirically 
(Leighton, 2004).

2.2 Validation of competency models and 
interpretation of task performance

In educational research, validity is understood as “the degree to 
which evidence and theory support the interpretations of test scores 
entailed by proposed uses of tests” (American Educational Research 
Association et al., 2014, p. 11). Starting already in the conceptual 
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phase of assessment design, validation is considered an ongoing 
argumentative process, in which theoretical and empirical evidence is 
gathered to support the assumptions, inferences, and interpretations 
made in relation to an assessment (Kane and Mislevy, 2017). Messick 
(1995) distinguishes six aspects of construct validity, which serve as 
general validity criteria for educational assessments: content, 
substantive, structural, generalizability, external, and consequential. 
When developing competency models and competency-based 
assessments, evidence for the content and substantive aspects are 
particularly important and should be  provided by appropriate 
empirical studies. Both aspects are linked by the core concept of 
representativeness (Messick, 1995). Regarding the content aspect of 
validity, concerning competency modeling, it must be ensured that the 
competency model adequately represents the specific competency 
domain, i.e., that it is theoretically well-founded, related to curriculum, 
and considered (practically) relevant (Schaper, 2017). Additionally, it 
should be verified that the competence facets are actually relevant and 
essential for the domain and that important aspects of the domain are 
not left out to prevent underrepresentation of the construct. 
Furthermore, not only should the content of the competency model 
and assessments be  representative of the domain, but also the 
processes involved in task performance. This relates to the substantive 
aspect of validity. This aspect regards the fit between the construct and 
the response processes actually engaged in by test takers (Messick, 
1995). According to Hubley and Zumbo (2017, p.  2) response 
processes are “the mechanisms that underlie what people do, think, or 
feel,” which include behavioral and motivational aspects in addition 
to cognitive aspects. Empirical evidence must be found for the actual 
application of the intended, construct-relevant aspects of the response 
processes in specific test situations (Embretson and Gorin, 2001). 
Thus, the construct should be  engaged comprehensively and 
realistically in performance (Messick, 1995). This can be viewed from 
two directions: On the one hand, the competency model, respectively 
the cognitive model of domain mastery, should adequately describe 
the construct-relevant processes that actually take place when working 
on domain tasks (Schaper, 2017), and on the other hand, the 
corresponding assessment tasks should adequately tap into the 
processes and facets described in the competency model, respectively, 
the cognitive model of task performance. Consequently, validation 
can be understood as confirming the alignment between the cognitive 
models and the actual processes involved when solving assessment 
tasks. A mismatch between the theoretical cognitive models and the 
actual cognitions stimulated by the assessment task can threaten 
validity (Gorin, 2006).

2.3 Graphical modeling competence and 
modeling task performance

Previous response process research tends to focus on psychological 
constructs and problem-solving processes rather than learning 
constructs such as subject-specific knowledge and skills (Brückner 
and Pellegrino, 2017). The latter is addressed in this study, as it is 
concerned with the construct of graphical modeling competence in 
computer science, its (cognitive) modeling, assessment, and validation. 
Graphical modeling represents a cross-cutting topic in various 
computing-related degree programs. It refers to the development and 
use of graph-based diagrams representing an existing or planned 

segment of reality (e.g., in the context of a database or software design, 
or business process modeling) using “graphical” modeling languages, 
such as UML, Petri net, BPMN (Striewe et al., 2020). To define the 
construct of graphical modeling competency, a competency model for 
graphical modeling (CMGM) was developed based on learning 
theory, didactic assumptions, and module descriptions, and the 
content aspect of validity was examined and largely confirmed using 
an expert rating (Soyka et  al., 2022). According to the CMGM, 
graphical modeling competency includes knowledge, skills, and 
affective aspects to deal with graphical models in computing-related 
disciplines, i.e., to understand and develop them. The competency 
model defines a total of 76 competence facets relevant to domain 
mastery along a two-dimensional matrix. On the vertical axis lies the 
content dimension, which distinguishes five content areas [“model 
understanding and interpreting” (MU), “model building and 
modifying” (MB), “values, attitudes, and beliefs” (VAB), 
“metacognitive knowledge and skills” (MC), and “social-
communicative skills” (SC)]. On the horizontal axis lies the cognitive 
process dimension, adapted from the taxonomy according to 
Anderson and Krathwohl (2001), which describes four process levels 
[“understand” (1), “apply & transfer” (2), “analyze & evaluate” (3), and 
“create” (4)]. Each competence facet refers to a content area and a 
process level (e.g., the competence facet “MU 1.08 Learners can 
explain syntactic rules of the modeling language(s) under 
consideration.” belongs to the content are “Model understanding & 
interpreting” and the process level “understand”). A list of all the 
competence facets mentioned in this article is provided as 
Supplementary material 1.

Furthermore, the present study draws on a classification of 
modeling tasks, which was developed based on a content-analytical 
evaluation of task material from German universities as well as a 
rational task analysis (Soyka et al., 2023). Modeling tasks are problem-
oriented assessment tasks, each involving different competence facets. 
In the rational task analysis, lecturers postulated which competence 
facets of the CMGM are addressed by the identified task types and 
variants, and which content area and process level it is to be located 
(Soyka et  al., 2023). These competency assignments to task types 
represent task type-specific cognitive models of task performance. As 
part of these cognitive models per task type, a distinction is made 
between process- and product-related competence facets. Product-
related competence facets become evident in the behavioral product, 
i.e., in the final (written/documented) solution of the task. Based on 
the task solution, it is possible to infer and assess the underlying 
competence facet. Process-related competence facets become evident 
in the behavior during the solution process of the considered task 
type. It is not possible to assess these competence facets 
unambiguously based on the written solution or the behavioral 
product alone. In addition to the postulated competence facets, the 
cognitive models include assumptions regarding the comparability of 
different task variants: First, it is assumed that tasks dealing with the 
same content but with different response formats (SR vs. CR) 
generally have the same cognitive demand and are located at the same 
process level, thus their cognitive models are largely congruent. 
Second, tasks of the same task type and content but of different 
complexity (simple vs. complex modeling) address the same 
competence facets. However, time-on-task is higher and the average 
score achieved is lower for tasks of higher complexity. As described, 
the cognitive models of task performance were previously generated 
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by lecturers based on their assumptions and teaching experience. For 
this reason, empirical verification of the hypothesized competency 
orientation and cognitive demand is needed, particularly to gather 
evidence of construct validity.

3 Study objectives and research 
questions

The main aim of the study is to validate and confirm the 
theoretical cognitive models (competency model and task type 
classification) by investigating actual student’s response processes 
when solving graphical modeling tasks and their alignment with the 
theoretical assumptions represented in the cognitive models. The 
underlying purpose is to gather empirical evidence for the content and 
substantive aspect of construct validity based on student’s response 
processes. Furthermore, the study should provide further insights into 
the response processes underlying the performance on modeling tasks 
and thus into the construct of graphical modeling competency itself.

Specifically, with this study, we aim to answer three questions 
regarding valid competency modeling and assessment in graphical 
modeling. First, by analyzing actual response processes that occur 
when completing typical modeling tasks, we  intend to investigate 
whether the competency model comprehensively and adequately 
represents the competence facets and response processes required for 
domain mastery and thus, the construct of graphical modeling 
competency. According to Gorin (2006, p. 23) “verbal protocols from 
a variety of tasks could be gathered to identify common skills that 
generalize to the domain as a whole.” Therefore, it is hypothesized that 
the deeper insights into the construct reveal further relevant 
competence facets that have not yet been considered in the 
competence model. This leads to the following research question:

 • Q1a: Are the actual construct-relevant response processes during 
the completion of typical modeling tasks comprehensively 
represented by corresponding competence facets and captured 
by the competency model for graphical modeling?

In addition, the competence facets of the competency model 
should adequately depict and describe the actual response processes 
also in terms of wording, so we pursue the following research question:

 • Q1b: Are the actual response processes employed in solving 
typical modeling tasks adequately described and represented by 
the competence facets of the competency model for 
graphical modeling?

Second, we  investigate whether the completion of typical 
modeling tasks involves construct-relevant response processes and 
adequately addresses the intended competence facets for graphical 
modeling. Following recommendations by Schlomske-Bodenstein 
et al. (n.d.), we are specifically seeking empirical evidence to validate 
the results and assumptions of previous rational task analysis and thus 
empirically investigate which competence facets are actually addressed 
by the task types. This aims to confirm the cognitive models of task 
performance by mapping them to the response processes and to 
provide empirical evidence for the substantive aspect of validity. This 
leads to the following research questions:

 • Q2: Do the postulated cognitive models of task performance for 
typical modeling task types and variants align with the actual 
response processes and competency facets addressed when 
completing corresponding assessment tasks?

In this context, we  would like to verify the assumptions 
regarding the comparability of different task variants, by 
examining the alignment between response processes across task 
types (cf., e.g., Mo et  al., 2021), which are presented in the 
previous section:

 • Q2a: Are tasks with the same task content (here: the same 
graphical model) but with different response formats (SR vs. CR) 
located at the same process level (“understand”), i.e., are the 
cognitive models of task performance largely identical 
as postulated?

 • Q2b: Do tasks of the same task type but with different difficulty 
levels (here: simple vs. complex modeling) address the same 
competencies and can the cognitive models be confirmed?

Third, we  examine whether a valid competency-based 
assessment is possible with the typical written task format and 
assessment mode. With the help of the think-aloud method, both 
process-related and product-related competence facets can 
be identified when analyzing which competence facets are addressed 
when working on modeling tasks. However, as written assessment 
tasks are considered here, the competence facets relevant to the task 
solution should also be reflected in the written solution so that the 
underlying competence facet can be  inferred based on the 
performance in the task and appropriate feedback can be provided 
to learners to promote learning. This leads to the third 
research question:

 • Q3: Can the relevant competence facets addressed by the task 
types be  assessed based on the written task solution alone 
(product-related) or should the solution process also be observed 
for a more valid assessment (process-related)?

4 Materials and methods

The choice of study design and methods is primarily determined 
by the research aim. The design of the present study is of a qualitative 
and confirmatory nature and combines existing methods in order to 
adequately answer to research questions. Figure  1 provides an 
overview of the methods selected for data collection, analysis and 
interpretation. The rationale and their application are explained in 
more detail below.

4.1 Research method

As a method to gather empirical evidence for the substantial 
aspect of validity, American Educational Research Association et al. 
(2014) recommend the analysis of verbal response data. According to 
Leighton (2017), protocol analysis represents a procedure for 
collecting, analyzing, and interpreting this kind of data with the aim 
to confirm and revise existing theoretical cognitive models. Therefore, 
it was chosen as the research method for this study. In addition, 
protocol analysis is suitable for the investigation of problem-solving 
processes (Leighton, 2017), which are the focus of this study, since on 
the one hand the underlying competencies manifest themselves in 
problem solving and on the other hand the modeling tasks involve 
solving unstructured problems (Bogdanova and Snoeck, 2019).
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4.2 Sampling and participants

The sampling method used can be characterized to some extent 
as purposive sampling (Palinkas et al., 2015), as the participants were 
selected both on the basis of theory and with regard to variation. First 
of all, since the purpose of the study was to investigate students’ 
response processes when completing modeling tasks, the main 
selection criteria were that the participants were students and had 
prior knowledge of graphical modeling and specific modeling 
languages (UML and Petri nets). Thus, in accordance to theory-based 
sampling (Palinkas et al., 2015), the aim was to find and examine 
manifestations of the construct of graphical modeling competence in 
the verbal reports. In addition, the sample should exhibit a relatively 
high degree of variance in terms of learning background, knowledge 
and skills, in order to reflect a variation in possible response processes. 
Nevertheless, cost–benefit aspects also had to be considered when 
recruiting the participants, which means that the sample size should 
be sufficiently large to provide information to answer the research 
question but at the same time is manageable by one researcher. 
Additionally, students’ availability and willingness to participate was 
a further critical factor.

Hence, we approached students from three German universities 
(Karlsruhe Institute of Technology, University of Duisburg-Essen, and 
Saarland University) via circular emails within modeling courses and 
contacted students directly who were known to the researchers to 
meet the selection criteria. This ensured that the students did not 
come from a single student cohort but had different backgrounds (i.e., 
attending different universities and modeling courses, range of 
knowledge, field of study). After the first wave of data collection and 
initial analyses, it appeared that the data collected was extensive 
enough to provide information to answer the research question. 
Fifteen students participated in the think-aloud study. Of the 

participants, 12 were male and three were female. Six participants 
studied business informatics, three computer science, three industrial 
engineering, two business administration, and one software 
engineering. Five participants were enrolled in a bachelor’s program 
and 10 in a master’s program and were, on average, in their ninth 
semester (m = 9.07, sd = 3.127), and had already taken four courses 
related to modeling (m = 3.93, sd = 1.335, min = 2, max = 6).

Ethical approval by an independent committee was not obtained 
for the study because it was neither required by the project executing 
organization nor was it standard practice at the authors’ research 
institution by the time the research was conducted. Nevertheless, 
we made every effort to comply with the ethical guidelines of the 
German psychological association. The participants were informed 
about the aim and purpose of the study and about the handling of the 
audiovisual and personal data collected, and consent was obtained. 
Participation was voluntary, independent of participation in a specific 
course, and incentivized with € 20. Non-participating students had no 
disadvantages to fear, especially not in student matters. The research 
involved customary classroom activities and did not deviate 
significantly from standard educational practices.

4.3 Selection and development of task 
material

Four different types of modeling tasks that address competence 
facets from different content areas and cognitive process levels 
according to the CMGM and the modeling task classification were 
investigated in this study. These are “Interpreting model content” 
(MU1/CR and MU1/SR), “Error finding” (MU3), “Model adjusting 
based on new requirements” (MB2), and “Model building based on a 
scenario” (MB4s and MB4c). In two task types, we  investigated a 
variation of the task to verify the assumptions regarding the alignment 
of the corresponding cognitive models of task performance. All tasks 
except for the SR-task variant of the task type “Interpreting model 
content” are constructed response questions. A description of the task 
types investigated is provided as Supplementary material 2. 
Established tasks that had already been used in the teaching context 
were selected and pre-tested with two participants, which served to 
ensure the appropriateness and comprehensibility of the task material 
and task instructions as well as the usability of the interview guide.

4.4 Data collection using think-aloud 
procedures

In this study, the think-aloud procedure is combined with 
retrospective interviews. In educational research, think-aloud studies 
and the analysis of individual response processes (protocol analysis) 
are the means of choice to obtain evidence for the substantive aspect 
of validity (American Educational Research Association et al., 2014) 
and for confirming cognitive models of task performance (Leighton, 
2017). In this method, students concurrently verbalize their thoughts 
that occur in working memory as they proceed through an assessment 
task (Leighton, 2017). In this way, unobservable processes and aspects 
of the construct become visible and analyzable, and thus evidence can 
be  found of what a test actually measures (Leighton, 2021). This 
method thus allows one to investigate not only the task solution but 

FIGURE 1

Study design and methods.
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also the information processing when working on a task. Studies show 
that the concurrent verbal report method does not measurably 
influence the performance of the subjects (Fox et al., 2011). This was 
ensured in this study by not instructing the subjects to explain their 
thoughts during the think-aloud phase and by the instructor not 
intervening in the though process by asking questions. Leighton 
(2004) recommends a combination of the think-aloud method with 
retrospective interviews, in which subjects are asked about their 
cognitive processes, strategies used, metacognitive knowledge, or 
understanding only after they have completed tasks and by drawing 
on their long-term memory to provide a better understanding of the 
think-aloud phase. Furthermore, by looking at specific but typical 
assessment tasks, think-aloud studies can provide deeper insights into 
the construct under investigation and what the construct entails 
(Leighton, 2021). Thus, they could also serve to verify the 
appropriateness of the cognitive model of domain mastery, and inform 
theory and model building (Leighton, 2004; Gorin, 2006). Hence, 
additional empirical evidence can be gathered for the content aspect 
of construct validity.

Fifteen one-to-one sessions were conducted, in which each subject 
had to solve three different tasks. Task types and orders were 
systematically randomized. Each session was held in a seminar room, 
where only the subject and the instructor were present. The interview 
was recorded with a camcorder and a document camera to capture the 
editing and writing process in detail. No time requirements were 
imposed. It took students an average of 47.64 min to complete a set of 
three modeling tasks (min = 27.16 min, max = 83.25 min). To 
standardize the process and instructions during the sessions, an 
instruction guide was developed based on the recommendations of 
Leighton (2017). The aim, method, and procedure of the study were 
explained and any questions were clarified. The subjects were 
informed that participation was voluntary and that they could end the 
session at any time. The instruction was followed by the think-aloud 
phase. The instructor sat quietly and at some distance from the 
participant, reminding him/her to think aloud during extended silent 
periods and responding only to organizational questions. Directly 
after each task, a short retrospective interview was conducted, in 
which subjects were asked to briefly describe their solution process. 
In addition, questions were asked about noticeable aspects during the 
think-aloud phase, the perceived level of difficulty, and familiarity 
with the task type. This is followed by the second and third tasks 
analogously. Finally, a demographic questionnaire was completed with 
questions on age, sex (male, female, and other), study program, and 
prior knowledge of modeling.

4.5 Data analysis using qualitative content 
analysis

The transcripts of the think-aloud process and the retrospective 
interview, as well as the subject’s task solution, served as the analysis 
material for our study. Spoken words, as well as relevant actions (i.e., 
reading, writing, drawing, silent thinking, etc.), were transcribed. 
Thus, both process-related (i.e., verbal reports, editing process) as well 
as product-related (i.e., written task solution) data is considered. The 
analysis material includes a total of 45 transcripts. The task solutions 
were scored by the lecturers, who created the tasks using scoring 
rubrics for the specific task types. The transcripts were analyzed 

according to qualitative structuring content analysis (Mayring, 2022) 
using the software MAXQDA 2022.

4.5.1 The category system
The key instrument for the content analysis is a category system 

with a corresponding coding guide for each task type and variant. The 
coding guide is provided as Supplementary material 3. The category 
system and coding guide were developed deductively based on the 
CMGM, the previous rational task analysis, and theoretical 
considerations and adapted inductively. The category system contains 
two main category groups: Construct-relevant factors (A) and 
construct-irrelevant factors (B). The present analysis focuses on 
category group A, which analyzes the competence facets underlying 
the response processes and task solutions. This group is specific to 
each task type because it contains the competence facets addressed by 
the task type. Category A1 includes all competence facets postulated 
for the task type according to the rational task analysis. Thus, it depicts 
the postulated cognitive model of task performance for each task type. 
Category A2 was added inductively to account for construct-related 
response processes that were not part of the postulated cognitive 
model of task performance. The first subcategory consists of 
competence facets that were already described in the CMGM but not 
considered relevant for the specific task according to the rational task 
analysis (A2.1; missing competence facets). The second subcategory 
consists of competence facets that were newly defined during content 
analysis. This category accounts for construct-relevant response 
processes that were not yet described in the CMGM by a competence 
facet (A2.2; new competence facets).

4.5.2 Data analysis process
The first analysis step aimed to capture all construct-relevant 

response processes adequately through corresponding competence 
facets (i.e., categories). This targets research question Q1. If construct-
relevant response processes could not be appropriately assigned to a 
postulated competence facet (from category A1), it was examined 
whether it could be covered by an existing competence facet of the 
CMGM; otherwise, a new competence facet was developed. Thus, 
during the analysis, additional competence facets were inductively 
added to the category system as needed (in categories A2.1 and A2.2). 
This process also involved linguistically adapting individual 
competence facets to better align them with actual cognitive processes 
and operations. The inductive adaptation of the category system and 
further development of the coding guide was carried out by the first 
author with a background in higher education didactics in 
collaboration with two lectures in the area of modeling to reach a 
consensus between different perspectives. In this process, the entire 
analysis material was run through several times and the coding was 
iteratively adjusted.

To assess the reliability of the final coding, an inter-rater check 
was conducted. For this purpose, a student assistant, without any 
modeling knowledge and after being introduced to the coding guide, 
coded 12 transcripts (i.e., two transcripts per task type). Subsequently, 
the agreement with the coding of the first author was determined. 
Inter-rater reliability was calculated according to Brennan and 
Prediger (1981), indicating the percent agreement between two 
coders, corrected for chance. The kappa was found to be κ = 0.50 after 
the first run. The reason for the rather low agreement, which could 
be judged as “moderate” according to Landis and Koch (1977), was 
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investigated in detail and the coding rules were further specified. 
Following this, the second coder adjusted her coding with the help of 
the adapted coding guide. The agreement after the second run was 
κ = 0.83, which can be judged as “almost perfect.” As a further step, the 
first author coded the entire material a second time several months 
apart to determine the agreement between two time points. The intra-
rater reliability was “almost perfect” with κ = 0.83.

Ultimately, qualitatively and quantitatively data were analyzed. 
With regard to research question Q2, a comparison is made between 
the postulated cognitive model of task performance and the cognitive 
model modified based on the analyses. Concerning the quantitative 
results, it is examined how many text segments coded per category 
(i.e., per competence facet) and how many documents (i.e., subjects) 
with corresponding codes provide evidence for the involvement of the 
respective competence facet in each task. To answer research question 
Q3, the transcripts were analyzed according to whether the coded 
competence facet refers to written aspects of the task solution (e.g., 
when the respondent draws the solution or writes down his or her 
thoughts or answer) or whether the competence facet is evident only 
in the verbalizations (i.e., through utterances or actions during the 
solution process).

5 Results

The results related to the research questions were generated by 
matching the response processes with the competence facets of the 
CMGM and the cognitive models of task performance for the task 
types and variants. The main results of the analysis are depicted in 
Figure 2. The figure shows as columns the postulated cognitive models 
of task performance in comparison with the validated and modified 
cognitive models based on the analysis of the response processes for 
each task type (MU1/CR to MB4c). Hence, the figure illustrates which 
postulated competence facets could be confirmed (green cells) and 
which could not (orange cells). Also, it shows which competence 
facets were not postulated but could be found in the verbal reports and 
therefore, they were added to the validated cognitive models (blue, 
violet, and gray cells). In the following, the main results are explained 
in detail in relation to the research questions.

5.1 Results regarding the validity of the 
CMGM in terms of the adequacy of the 
cognitive model of domain mastery (Q1)

Q1a: When applying the postulated cognitive models of task 
performance to the think-aloud protocols during the first analysis step, 
it was investigated if all construct-relevant response processes could 
be mapped to competence facets of the CMGM. The analysis shows 
that the CMGM adequately represents the major part of the construct-
relevant cognitive processes, as most of the response processes could 
be mapped to a specific competence facet of the competence model. 
Hence, the validated cognitive models of the different task types in 
Figure 2 show that the response processes could largely be assigned 
either to the postulated competence facets (green) or to competence 
facets contained in the CMGM (blue, gray) that were not postulated. 
Nevertheless, some success-critical response processes could not yet 
be represented by competence facets of the competency model, which 

led to the definition of new competence facets (violet). In total, based 
on the analysis three new competence facets (namely, MB 3.02, MB 
3.03, and MB 3.04) were identified. As seen in the validated models in 
Figure 2, these three new competence facets are addressed by the task 
types and variants MB2, MB4s, and MB4c, according to the analysis. 
For instance, the following construct-relevant response process while 
completing a “model building”-task (MB4c) could not be adequately 
described by an existing competence facet of the CMGM:

…and that aspect with the days. Yes, that's still a question now, how 
that's done… or because it is also later no longer used somehow. 
I think I would do that now simply/ I would do that I think, simply 
as a parameter now. (…) Yes. ((writes in the box of the class "event": 
"+number_days: int")) As number of days, for example (…) integer. 
Right, so it could also be  that it should somehow be made as a 
subclass. But since it's not discussed any more, I don't think it's that 
important. That's why I’m modeling this as days, as a parameter. 
(F_UML20210809_P02, Pos. 154–162)

This and other verbal reports show that selecting appropriate 
modeling concepts (in this example the concepts of an attribute using a 
“parameter” vs. inheritance using a “subclass”) is a success-critical skill 
for building graphical models and that some students fail to do so 
because they either do not know which concepts exist or when which 
concept is appropriate. Thus, we defined the new competence facet “MB 
3.02 Learners can identify modeling concepts in a problem or select 
appropriate modeling concepts to represent specific aspects of a scenario.”

Q1b: Furthermore, when mapping the response processes to the 
existing competence facets it became evident that linguistic clarifications 
are necessary for 11 competence facets considered so that they better 
reflect the actual response processes when solving modeling tasks. Also, 
the adjustments aim to improve the comprehensibility of the competence 
facets so that they can be better distinguished from one another. This will 
be demonstrated using the competence facet “MU 1.09” as an example 
(see Table 1). First, the verb “interpret” was added as an operator. This is 
because the verbal reports show that “to explain” is not explicitly 
required in all task types. However, it is evident from the process-related 
analysis that the subjects understand the semantics of types of modeling 
elements (e.g., a place holding a token in a given Petri net) and are thus 
able to interpret them, as the following text segment shows:

So, right. (…) Then I would first look at where the tokens are in the 
Petri net. We have one at "Delivery truck is at plant A", so that's 
where the delivery truck is located at the moment. Barrier AB is 
closed, and barrier BA is open. (G_PN_20210811_P07, Pos. 16–18)

In addition, the deeper exploration of the response processes and 
task demands led to the sharpening, differentiation, and consistent use 
of terminology in the competence facets.

5.2 Results regarding the validity of the 
competence-oriented task classification in 
terms of the adequacy of the cognitive 
models of task performance (Q2)

To answer the second research question, the postulated cognitive 
models of task performance were compared with the validated 
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cognitive models generated by the analysis of the response processes. 
The focus of the analysis lies in the comparison of the competence 
facets postulated with the competence facets actually addressed by 
the task types. Comparing the column of the postulated cognitive 
model with that of the validated cognitive model for each task type 
in Figure  2, it can be  seen that central competence facets could 
be confirmed for most of the examined task types but considerable 
adjustments are also required. Across all task types, there are 
competence facets that have been postulated but for which no 
evidence could be found within the think-aloud protocols and thus, 
could not be confirmed (“non-confirmed”). In addition, as discussed 
before, evidence was found that the respective tasks address further 
competence facets that were not postulated a priori. Thus, further 
competence facets are added to the validated cognitive models. These 
are either taken from the CMGM (“missing competence facets”) or 
newly developed and added to the CMGM and the cognitive models 
of task performance (“new competence facets”). It was also found 
that further competence facets of the CMGM were evident in 
individual verbal reports (“further missing but optional competence 
facets”). These are process-related and mainly transversal competence 
facets relevant to graphical modeling such as values, attitudes, and 
beliefs (e.g., “VAB 1.01 Learners can explain the objectives and 
relevance of graphical modeling for the respective area of modeling 
in computer science”) or metacognitive skills (MC; e.g. “MC 3.03 
Learners can reflect on and evaluate their level of knowledge and 
skills related to graphical modeling”). They are classified as 
“optional,” as the general relevance of these for the successful solution 
of the tasks cannot be adequately clarified based on the present study, 
partly because the evidence was found only in individual verbal 
reports. However, the fact that there is some evidence of their 
involvement in solving modeling tasks suggests that these are 
construct-related competence aspects that are rightly part of 
the CMGM.

Looking at specific task types, it was found that for the task type 
“Model adjusting” the postulated competence facets and cognitive 
processes differ significantly from those actually engaged in by the 
students. The task type was assumed to be on the level “apply and 
transfer” because parts of a graphical model are already given in this 
task type, and missing aspects have to be  completed. However, 
according to the analysis this task type addresses the same competence 
facets as the task type “Model building” (e.g., MB4.04, MB 4.05, 
MB4.06) and requires the development of new model parts as well as 
the integration of these into the existing model. Thus, this task is more 
cognitively demanding than assumed, so it is now located at the 
process level “create.”

Q2a: Furthermore, the analysis shows that the assumed task 
variants for interpreting model content with two different response 

formats (CR vs. SR) do not tap into the same competence facets. The 
results show that describing the model content in natural language 
(MU1/CR) also requires social-communicative skills (SC 2.01, SC 
2.02) since students have to be able to perform the translation from 
technical language to a generally understandable description as is 
evident in this text segment:

Well, I tried not to talk about tokens or places or transitions because 
of natural language and tried to describe the process a bit leaner by 
not writing down every state here, but only the basic states that are 
important. (G_PN_20210810_P06, Pos. 104–107)

Similar cognitive processes do not manifest themselves in task 
variant MU1/SR. Second, the verbal reports of task type MU1/SR 
show that the response processes and thus the cognitive model are 
more similar to those of the task type “Error finding” (MU3) and less 
similar to the actually assumed task variant MU1/CR. For task type 
MU1/SR, the verbal reports show that subjects match the given item 
statements in terms of a micro scenario with the given model and 
check whether the statements are true, often using a backward-
thinking strategy. This corresponds to the competence facet “MU 3.04 
Learners can check the semantic correctness and completeness of a 
model in relation to the considered scenario.” Therefore, the task type 
is now located at the process level “analyze and evaluate” instead of 
“understand.”

Q2b: For the other investigated task variants of the task type 
“Model building” (MB4s and MB4c), the results show, by comparing 
the validated cognitive models in Figure 2, that the tasks with different 
difficulty levels address the same competence facets. However, in task 
MB4c, the average time-on-task is higher (MB4s = 13.21 min, 
MB4c = 24.19 min), and the average score is lower (MB4s = 9.25 points, 
MB4c = 6 points) than in task MB4s. This suggests that task MB4c is, 
as intended, a task variant with higher complexity and that the 
postulated cognitive models of task performance could be confirmed.

5.3 Results regarding the product-related 
assessment of competence facets (Q3)

Finally, based on the results, it was discussed and defined which 
competence facets can be assessed with the written task type based on 
the task solution (product-related) and which are more likely to 
manifest themselves during the solution process (process-related). In 
Figure 2, product-related competence facets are depicted in bold, and 
process-related competence facets are in italics. Overall, we find that 
more involved competence facets come to light through process-
related observation and the think-aloud method than through analysis 
of the task solution alone. Due to this extended data basis, addressed 
competence facets become observable, which may not be directly 
reflected in the written task solution. This applies, for example, to the 
competence facet “MC 3.01 Learners can (a) plan their course of 
action, (b) select appropriate strategies, and (c) monitor their progress, 
understanding, and problem-solving in completing modeling tasks” 
in the task type “Model building.” In a process-related assessment, the 
individual steps in the process and the strategies used become evident. 
In the following text segment, for instance, it becomes clear that the 
subject is able to structure the problem and break it down into three 
subproblems as well as select his strategy and plan his course of action:

TABLE 1 Example of a refined competence facet based on the protocol 
analysis.

Former competence facet Refined competence facet

MU 1.09 Learners can explain the 

meaning (semantics) of existing 

modeling elements and their 

relationships/connections in relation to 

the modeling language(s) under 

consideration.

MU 1.09 Learners can interpret or 

explain the meaning (semantics) of 

existing types of modeling elements 

and modeling patterns in relation to 

the modeling language(s) under 

consideration.
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So, we  have basically two things that/ or three things that are 
interesting. We  have first the status of the airplane ((marks the 
corresponding text passages)) with "landed" and "ready to fly" or 
"flying" or I don't know yet. And second the status of the doors 
((marks the corresponding text passages)), "open", "closed". And 
then we  can do this optional ((marks the corresponding text 
passages)) here, you can probably add that as an extra circuit with 
loading and unloading at the end. Exactly, um (…) I just don't know 
how to structure the whole thing now. I think I'll just start with the 
doors. (L_PN_20210810_P04, pos. 46–54)

In addition, the think-aloud protocols and process-related analysis 
provide a more accurate and clearer picture of construct-related 
cognitions, and thus, applied knowledge and skills as well as the 
rationale for decisions. For instance, the following text segment 
indicates that the subject selects a type of modeling element 
(“attribute” instead of “class” for the element “comment”) (competence 
facet MB 3.03) and that he chooses the attribute type “string” based 
on logical reasoning (competence facet MB 3.04). Also, he explains 
the rationale for his decisions in each case (competence facet 
MB 3.05):

The question now is, is comment a class of its own or not? Uh, it 
doesn't say that, it just says that there are random things like (.), for 
example, when they participate, who builds up, and who dismantles. 
So that is relatively random. Therefore, I would model it simply as an 
attribute (…) as a string. You can write in it whatever you want. 
((writes "+ comment: string")) (F_UML20210816_P12, Pos. 234–240)

In a product-related assessment, this explanation as well as the 
underlying selection processes, would not be  recognizable to the 
lecturer based on the written solution (i.e., the created graphical 
model) so the causes for possible errors are difficult to identify.

6 Discussion

This paper describes the use of the think-aloud method in the 
context of validating a competency model in terms of a cognitive model 
of domain mastery and the corresponding competency-based task 
classification specifying cognitive models for task performance. By 
comparing the postulated cognitive models with actual response 
processes the study could provide evidence for the content aspect and 

FIGURE 2

Comparison of postulated and validated cognitive models of task performance per task type. Cognitive models of task performance (columns) 
including the addressed competence facets (e.g., MU 1.10) and underlying assumptions per task type as “postulated” in the rational task analysis 
compared to the “validated” cognitive models as evidenced in the think-aloud study are shown. N, number of subjects solving the task type; c, number 
of text segments coded with the competence facet; n, number of verbal reports in which the competence facet was coded; MU, Model understanding 
and interpreting; MB, Model building and modifying. Bold figures represent product-related competence facets; italic figures represent process-related 
competence facets. A list of the competence facets is provided as Supplementary material 1.
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the substantive aspect of validity with regard to the competency model 
and the task classification. As Leighton (2017) describes, based on the 
analysis of response processes and the confirmation of cognitive models 
of task performance, new insights into the construct itself and thus the 
cognitive model of domain mastery could be gained. We found that the 
competency model and competence facets, on the whole, represent the 
domain and cognitive processes well. Nevertheless, the competency 
model could be optimized based on the study results in that three new 
competence facets (MB 3.02, MB 3.03, and MB 3.04) had to be added, 
and existing competence facets had to be made linguistically more 
precise so that they better describe the actual response processes.

The fit between the postulated cognitive models of task performance 
and the actual response processes was partially confirmed, providing 
evidence for the substantive aspect of validity. Nevertheless, the analysis 
provided new insights regarding the actual cognitive demands as well 
as addressed competence facets of the investigated task types and 
variants and led to adjustments in the assignments of competence facets 
to task types. Based on the protocol analysis, we  identified further 
competence facets, which were not postulated in the prior rational task 
analysis but are indeed relevant for solving the modeling tasks. Also, 
we found that for two task types, the cognitive demand levels are higher 
than assumed. In this context, it was shown that two assumed task 
variants with different response formats (SR vs. CR) do not address the 
same competence facets. This contradicts the current state of research, 
according to which CR tasks can be  adequately represented by 
corresponding SR tasks through careful task design (e.g., Mo et al., 
2021). It can be assumed that in our case, the instructions of the tasks 
differ too much, and thus, the focus is put on different competence 
facets. Finally, the results indicate that for each task type, certain 
competence facets can be assessed based on a written task solution 
(product-related). However, other competence facets that are necessary 
for solving the task only become evident during the solution process 
and cannot be clearly assessed based on the task solution alone (process-
related). Thus, a process-related evaluation of task performance reveals 
more competence facets addressed by the task so that a clearer picture 
of actual knowledge and skills emerges. Summing up, the results of the 
study show that the think-aloud method makes a valuable contribution 
to the empirical investigation as well as to improving the content and 
substantive aspects of validity in relation to the competency model and 
competency-oriented task classification for graphical modeling.

Based on the study, implications can be  derived regarding 
conducting validation studies using the think-aloud method as well as 
for teaching graphical modeling in higher education. In general, the 
study indicates that the application of a competency model to the actual 
response processes that occur during the completion of representative 
tasks allows one to evaluate the completeness of the competency model 
and can confirm the relevance and applicability of the identified 
competence facets for the respective domain. Such an analysis can thus 
contribute to the content aspect of validity in relation to a competency 
model. Furthermore, the analysis of think-aloud protocols provides 
empirical evidence regarding the actual cognitive demand level of task 
types and the addressed competence facets, which differs from the 
results of prior rational task analysis. Our analysis could therefore 
confirm that it is difficult for lecturers to define cognitive demands 
purely based on their assumptions. This is in line with the findings of 
Masapanta-Carrión and Velázquez-Iturbide (2018). For this reason, in 
this context, we recommend combining a rational task analysis with a 
cognitive task analysis using the think-aloud method to gather 
empirical evidence for the substantive aspect of validity.

With our empirically investigated task classification, we can give 
lecturers an orientation for the purposive use of competency-oriented 
tasks. It shows that the investigated task types as a whole are suitable 
for developing competence facets for graphical modeling as they 
properly address construct-relevant processes. A key finding of our 
analysis for lecturers in the area of graphical modeling is that a product-
related evaluation of written task solutions cannot accurately assess all 
of the competence facets actually addressed by the task. This implies 
that lecturers must be aware that a written task format is not suitable 
for testing all addressed competence facets. If the lecturer intends to 
assess students validly concerning process-related competencies, other 
task formats (such as oral examinations; and written reflection tasks) 
may be more suitable. We think that, especially during the acquisition 
of competencies with process-related evaluated assessments, students 
can be given valuable feedback regarding applied strategies as well as 
the selection of design decisions. In this way, it is possible to identify 
partial achievements or steps that led to the correct or incorrect 
solution (Schreiber et al., 2009), evaluate them, and provide appropriate 
feedback that promotes learning. So, it might be worth considering the 
think-aloud method as a didactic method in modeling education.

These results must be interpreted against the limitations of the study 
design. First, purposive sampling was only carried out to a limited 
extent, as attention was paid to a heterogeneous composition of the 
sample, but this was not done systematically (e.g., using certain quotas 
or tests to determine prior knowledge). Second, as is often the case with 
qualitative studies, we were only able to handle a relatively small sample 
of 15 subjects, as the analysis of the think-aloud protocols is very labor-
intensive and time-consuming. This limits the possibilities for 
quantitative analysis (e.g., regarding characteristics of the items and 
participants) as well as the generalizability of the results. It remains 
unclear whether data saturation has actually been reached and whether 
further cases would lead to new findings or categories. Against this 
background, a replication of the study with a larger sample and with 
other tasks to be investigated appears worthwhile. Nevertheless, we think 
that the method provided largely consistent results across students, 
allowing conclusions to be drawn about generally underlying cognitions. 
Third, the interpretation of the qualitative data material is always shaped 
by the research team, making consistent evaluation difficult. To make 
the analysis method comprehensible and transparent and to standardize 
it to a certain extent, a detailed coding guide was developed, tested 
employing an interrater check, and provided as Supplementary material.

We can make out two main aspects for further research. First, the 
focus of our study was to analyze the competence facets addressed by 
modeling tasks. Beyond that, it would be interesting to focus on the 
problem-solving process and the use of specific strategies in the 
completion of modeling tasks. This could be done, for example, as an 
expert-novice comparison using the think-aloud method and/or 
tracking of editing steps by analyzing log files in computer-based 
assessments (e.g., Sedrakyan et al., 2014 performed a similar analysis 
of modeling behavior using process mining techniques and logging 
functionalities). This would provide valuable information on how or 
which particular task-specific or metacognitive strategies are used and 
should be  taught to students. This could lead to more granular 
descriptions of corresponding competency facets and refinement of the 
competency model. Second, further investigation is needed regarding 
the influence and relevance of process-related competence facets and 
the competence facets considered as “optional” on the task solution as 
well as their valid assessment. This requires larger-scale studies that 
allow the investigation of influences of certain aspects of competency 
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on task completion. In addition, measurement instruments are missing 
to separately assess affective components of competency in particular 
(e.g., motivation, values, attitudes, and beliefs) and to investigate their 
relevance for the solution of modeling tasks.
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