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Abstract—The economic aspect of information security is
a comparatively new discipline so that there is hardly any
extensive research work. This applies in particular to measures in
highly distributed systems which have been neglected in previous
research. The present paper focuses on the security investments
in such systems. We augment an existing research about a fuzzy
decision support model by defining appropriate operators in
order to applicate this work in practice. The proposed model
includes uncertainty with respect to the impact of investments
on the achieved security levels of components of the distributed
system. We further develop a heuristic to solve the problem and
test the heuristic experimentally. The paper concludes with a
discussion and gives an outlook to future work in the context of
security investments.
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I. INTRODUCTION

The economic view of security measures has moved more
back into focus of the IT security research in almost ev-
ery communication-based field of application. However, the
economic aspect of information security is a comparatively
new discipline so that there is hardly any extensive research
work neither in terms of planning (“ex ante” view) nor in
evaluation (“ex post” view) of IT security measures [1]. In the
context of highly distributed information and communication
systems, the importance and the complexity of economic
security research work is gaining in significance. The growing
importance and thus the direct economic value results from
the fact that technologies like RFID or concepts like “cloud
computing”, “service oriented computing”, “internet of things”
and social networks affect the everyday life of many people.
Further, there are much more resources to manage for the
security of highly distributed systems compared with isolated
systems [2].

The increase of complexity is primarily based on the factors
of extension, dynamics and stakeholder: 1) Extension: IT
security measures have to be managed across organizational
borders and local technical infrastructures. 2) Dynamics: Due
to the higher dynamics of highly distributed systems, planning
and evaluation of IT security measures are cycles which
are continuously getting shorter. 3) Stakeholder: Many stake-
holders with various preferences and their security planning
are involved in highly distributed systems. These factors are
insufficiently addressed in previous research for the economic

evaluation of IT security measures. Thus, there is no suitable
economic planning and evaluation basis for the application in
highly distributed systems existing. [3]

Arising from these shortcomings, the overarching objective
is to answer the questions how the decision-making process for
IT security measures can be provided (ex ante view). However,
decision makers often face uncertainty concerning budget
constraints, costs and security levels within highly distributed
systems. Unfortunately, with the lack of large amounts of
historical data, it is a hard task to quantify uncertainty with
probabilities so that the application of probabilistic approaches
is not conducive. We therefore draw on fuzzy set theory
which is an established uncertainty theory in the absence of
probabilities and in the presence of subjective assessments.

In this paper, we give an extension of [4] who proposes a
generic IT security investment decision-making model based
on fuzzy set theory. We adopt and derive operators and give
a pseudocode of a Monte Carlo heuristic in order to make
the generic model applicable in practice. In particular, the
paper is organized as follows: the next section introduces
related work. The third section outlines the application context
followed by the used methodological approach. Subsequently,
we propose operators and a Monte Carlo heuristic to solve
the optimization model. This research article closes with a
discussion of findings and an outline of next steps.

II. RELATED WORK

The literature on economic IT security research can be
broadly divided into microeconomic and management oriented
approaches. Whereas the microeconomic perspectives tend to
focus on game theoretic analysis for IT security investments
(cf. [5], [6]), the management oriented perspectives address
issues related to decision support for IT security investments
and their evaluation.

The questions to decision support are mainly dominated by
financial cost/benefit analyses. On the one hand, bases of in-
vestment theory are adapted [7], notably “the return on security
investment” (cf. [8], [9]), the “net present value model” [10],
[11] and the usage of stochastic models to determine potential
losses [12]. On the other hand, new security enforcing models
are generated which determine the optimal investment amount
in IT security measures from various security threat views
[11], [13]. To a lesser extent, some approaches are based on



market mechanisms [14] and use insurances as an instrument
for risk management [15] or derivatives [16] for instance.

However, there is no comprehensive method existing for
decision support in IT security investments [17]. Furthermore,
in the context of highly distributed information and commu-
nication systems, the existing approaches are suitable to only
a limited extent:

1) Central available information resources and systems are
concerned as security assets that are in the area of
single organization units. This assumption is not given
in service-oriented computing for instance.

2) Decision models assume that risk observations are based
on historical data and probabilistic informations. How-
ever, these informations are often not available and turn
out to be poorly suited for modeling of very unlikely
events. Moreover, they do not consider individual risk
preferences [18].

3) Investment decisions are based on pure financial evalu-
ations and ignore that security measures should include
non-financial objectives such as confidence in social
networks or the availability of a critical infrastructure.
The evaluation of IT security measures deals with
their efficiency (economy and efficiency in resource
utilization) and their effectiveness (quality) and con-
stitutes therefore an essential point of the whole IT
management. Central tasks are the collection, analysis
and the reporting of data about the performance of IT
security measures [19]. In the existing literature, there
are only few investigations dealing with efficiency and
effectiveness of IT security measures. The focus of these
researches is on the generation and the application of
metrics. A practice-oriented enumeration of metrics is
found in [19], some texts address the influences of
IT security measures on stock prices (cf. [20]) and
in [21], the economic effects of a specific instrument
are examined (role-based access control)). However, the
literature does not provide a theoretical substructure for
process models, data acquisition support and metrics for
the evaluation of IT security measures.

Therefore, in the field of highly distributed information and
communication systems, the following research shortcomings
can be identified: First, as IT security investments in com-
plex highly distributed areas are made across organizational
boundaries, the identification and collection is a key concern
of information acquisition. There are no findings which data
are collected from which participant and which data should
be available. Second, whereas the investments in IT security
measures are the input for economic and effectiveness anal-
ysis, the question arises how the output can be measured.
This requires an evaluation process, including metrics, how
“distributed security” can be measured and for which data is
available. Metrics, such as those that exist for software security
[22], are not known yet.

We have argued that there is a need to facilitate decision
making and to improve performance and accountability based

on information security. However, as we are not only interested
in measurement or the quantification of information, we go
one step further and strive to apply and extend the proposed
approach of [4] in order to analyze it in a highly distributed en-
vironment. Therefore, contrary to existent research, the paper
aims to close the research gap and provides a methodological
proper attempt to consider the ex ante view thoroughly.

III. A POSSIBLE SCENARIO

Consider an enterprise which has various distributed sys-
tems, servers and applications. Assume that every computer,
server and application has a certain security level and that
the enterprise can only contribute a limited budget to increase
these security levels. We can consider that the overall security
of the highly distributed system is determined by the security
of each component. The aim is to maximize the overall
security while facing some constraints. The first one is about
the budget: the enterprise provides on the one hand a certain
budget for the overall security investment and on the other
hand certain component budgets. The costs for increasing the
security level is also closely related to the component’s secu-
rity level. In other words, for getting secure components more
secure is more expensive than for lower secure components.
Second, there might be least acceptable security levels for each
component that have to be fulfilled.

The question therefore arises whether the overall security
can be maximized while taking into account all components in
the highly distributed system and the restrictions the enterprise
is faced to. The next section provides the answer for this
question. The decision support model maps all these facts into
an optimization model which is described and solved in the
next sections.

IV. DECISION SUPPORT MODEL

In order to support decisions in the area of security invest-
ments, we adopt a fuzzy decision support model formulated
by Schryen [4]. To formulate our model, we first have to give
elementary definitions of the fuzzy set theory that we are going
to use in our approach.

Definition 1: Let X be a crisp set. A fuzzy set Ã in X is
a set of ordered pairs

Ã = {(x, µÃ(x))|x ∈ X}

where µÃ : X → R≥0 is called the membership function of
Ã in X . The (crisp) set of elements that belong to the fuzzy
set Ã at least to the degreee α is called the α-cut Ãα = {x ∈
X|µÃ ≥ α}. Ã is convex if all α-cuts are convex.

Definition 2: A fuzzy number Ã is a convex fuzzy set Ã in
R such that µÃ : R→ [0, 1] is piecewise continuous and there
exists exactly one x0 ∈ R with µÃ(x0) = 1 (x0 is called the
mean value of Ã). A triangular fuzzy number (a/b/c) with
a < b < c ∈ R is the fuzzy set Ã in R with the membership
function

µÃ(x) =


1
b−a · x−

a
b−a , if a ≤ x ≤ b

− 1
c−b · x+ c

c−b , if b ≤ x ≤ c
0, else.



Definition 3 ([23]): A linguistic variable is characterized
by a quintuple (x, T (x), U,G, M̃) in which x is the name
of the variable; T (x) denotes the term set of x, that is, the
set of names of linguistic values of x, with each value being
a fuzzy variable denoted generically by X and ranging over a
universe of discourse U ; G is a syntactic rule (which usually
has the form of a grammar) for generating the name, X , of
values of x; and M is a semantic rule for associating with
each X its meaning, M̃(X), which is a fuzzy subset of U .
A particular X - that is, a name generated by G - is called a
term.

With these definitions, we state our formulation of the
decision support model. We assume that the security descrip-
tion of a distributed system, which consists in the set A of
components, is given by the propositional logical formula

(A11 ∨ . . . ∨A1n1) ∧ . . . ∧ (Am1 ∨ . . . ∨Amnm)

=

m∧
i=1

 ni∨
j=1

Aij


and propose the following fuzzy decision support model.

max

m∧
i=1

 ni∨
j=1

Xij

 =: Z((Xij)ij) (1)

s.t. Xij � B0
ij , i, j|Aij ∈ A (2)

Xij � B∗ij , i, j|Aij ∈ A (3)∑
i,j|Aij∈A

cij(Xij , B
0
ij) ≺ b (4)

cij(Xij , B
0
ij) ≺ bij , i, j|Aij ∈ A (5)

The constraints are crisp which means that they have to be
fulfilled strictly. In order to solve this model, we have to
explain how to operate with and compare fuzzy sets. This
is presented in the next section. First, we want to explain
the meaning of our objective function and constraints. The
variables Xij are linguistic fuzzy variables which can for
example indicate the security level of component Aij (e.g.
“moderately secure” or “very secure”). In this context the goal
of (1) is to maximize the overall security of A.

The numbers B0
ij respectively B∗ij are fuzzy numbers and

denote the start security level respectively the least acceptable
security level of component Aij , see constraints (2) and (3).
The parameters b and bij are fuzzy numbers which represent
the total budget b available for a security investment and the
budget bij available for investing into component Aij . The
values cij(Xij , B

0
ij) are also fuzzy numbers which indicate

the total cost to raise the security level of compenent Aij
from B0

ij to Xij . Consequently, constraints (4) and (5) model
budget restrictions.

V. MONTE CARLO HEURISTIC

In order to apply the decision model in a practical context,
we develop a Monte Carlo heuristic. For this, we need to
develop several concepts, namely the ranking of fuzzy sets,

the addition of fuzzy numbers and the logical AND and OR
connection of fuzzy sets.

To sum up fuzzy numbers, we choose a definition which
is based on α-cuts and the fact that a fuzzy subset of R is
uniquely defined by its family of α-cuts.

Definition 4: Let (S1, µ1), (S2, µ2) be two fuzzy numbers
and ([a1(α), b1(α)])α∈[0,1] (resp. ([a2(α), b2(α)])α∈[0,1]) be
the family of α-cuts of S1 (resp. S2). We define the α-cuts
of the fuzzy number S1 + S2 by (S1 + S2)α := [a1(α) +
a2(α), b1(α) + b2(α)] for all α ∈ [0, 1].

For defining a ranking on fuzzy sets, we refer to [24], [25]
who propose a ranking approach based on the center of gravity
of fuzzy sets.

Definition 5: Let (S, µ) be a fuzzy set. The center of gravity
is defined by

F (S) :=

∫
R µ(x) · x dx∫
R µ(x) dx

and induces a linear quasiorder on the class of fuzzy sets by
setting

S1 ≺ S2 :⇔ F (S1) ≤ F (S2)

for fuzzy sets (S1, µ1), (S2, µ2).
Definition 6: Let (S1, µ1), (S2, µ2) be fuzzy sets. We define

the OR connection by

S1 ∨ S2 := max{S1, S2}

and the AND connection by

S1 ∧ S2 := min{S1, S2}

where the min and max operators base on the ranking from
definition 5.
Now we have the ability to formulate a Monte Carlo-based
solution heuristic presented in the following. Let T = T (Xij)
be the set of linguistic values which underlie the linguistic
variables (Xij , T (Xij), U,G, M̃).

1 Initialize X∗ := (max{B0
ij , B

∗
ij})ij

2 Initialize the current best objective value
Z∗ := Z(X∗)

3 For each (i, j) set Aij :=
{
T ∈ T |M̃(T ) � B0

ij

and M̃(T ) � B∗ij and cij(M̃(T ), B0
ij) ≺ bij

}
.

4 for τ = 1, . . . ,maxiter do
5 Choose Xij ∈ Aij randomly for each (i, j)
6 if (Xij)ij is infeasible then continue
7 else
8 if Z((Xij)ij) ≺ Z∗ then continue
9 else

10 Set X∗ := (Xij)ij and Z∗ := Z(X∗)
11 endif
12 endif
13 endfor
14 return X∗ and Z∗

The definition of Aij is motivated by the constraints (2), (3)
and (5) and aims at producing feasible random solutions (in



line 5) more likely than without this setting. Another advantage
of this definition is that the feasibility test in line 6 of the
algorithm is only about fulfilling constraint (4). We would like
to mention that the concept of ranking fuzzy sets is essential
in this algorithm.

VI. COMPUTATIONAL EXPERIMENTS

A. Data Generation

We adopted and slightly modified four different security
levels from [4], namely insecure, moderately secure, very
secure and highly secure. For the membership function of each
security level we have chosen invers quartic functions, see
Figure 1 below:

Fig. 1. Security levels and their membership functions.

We generated scenarios with different types of architectures
m = 1, . . . , 10 and security properties n = 1, . . . , 10, which
should cover the structure of highly distributed systems. For
each problem size, we randomly generated 100 instances and
solved all of them in our Monte Carlo simulation with 100
iterations. Finally, we averaged the F values (see Definition
5) of the objective function Z.

The start security levels as well as the least security levels of
each component were generated with the distribution presented
in Table I.

TABLE I
START AND LEAST SECURITY LEVEL DISTRIBUTIONS

insecure moderately secure very secure highly secure
B0

ij ∼ 30% 60% 5% 5%
B∗

ij ∼ 20% 65% 10% 5%

In the following, we will introduce the costs and budget
constraints of our experiments. All costs and budgets are ex-
pressed as symmetric triangular fuzzy numbers (0.9a/a/1.1a)
with mean value a ∈ R.

To upgrade the security from the start level B0
ij to a security

level Xij , we used the cost matrix illustrated in Table II.
As can be gathered from that table, there are six cost levels

d1, . . . , d6 for security upgrades. For each i, j, we randomly
choose an index k = kij ∼ U(1, 6) by a discrete uniform dis-
tribution and set b̃ij := dk and bij := max {b̃ij , c(B∗ij , B0

ij)}

TABLE II
UPGRADE COSTS

cij(Xij , B
0
ij) insec. mod. sec. very sec. highly sec.

insec. 0 0.1 0.5 1
mod. sec. 0 0 0.4 0.9
very sec. 0 0 0 0.5

highly sec. 0 0 0 0

for each component. The reason for this is to enable the update
to its required least security level.

We proceed for the generation of the overall budget as
follows: we applied our Monte Carlo heuristic to all generated
instances for each problem size without the overall budget
restriction and averaged the costs of upgrading to the solutions
of the Monte Carlo heuristic for each problem size. After that,
we use these averages as the overall budget constraint for each
problem size.

B. Results
To determine the explanatory (power of) factors that in-

fluence the security level value F (Z), we perform a linear
regression with F as the dependent variable and m and n as the
independent variables. The linear regression model provides a
simple but useful decomposition of the security value into the
components F = β0 + β1 ·m+ β2 · n.

TABLE III
STATISTICS OF THE LINEAR REGRESSION.

Estimate Pr(> |t|)
(Intercept) 52.7189 < 2e-16
m -0.9181 0.000331
n 5.0966 < 2e-16
Multiple R-squared 0.8197

The linear regression can be expressed as F = 52.7189 −
0.9181 ·m + 5.0966 · n. The multiple R2 shows a highly fit
of 0.8197 so that we can state that our linear model explains
81.97% of all the variability of the response data around its
mean. One can see that both independent variables m and n
are statistically highly significant at the p-value 0.001.

Figure 2 shows the achieved security levels of the randomly
generated model instances for different types of architec-
tures/security properties (combinations of m and n):

Fig. 2. Achievable Security Levels.



VII. DISCUSSION AND CONCLUSION

In the present paper, we have taken up the generic model
of [4] and specified it in order to apply it practically. The task
of fuzzy decision models mainly lies in the operationalizing
of the target function and their constraints concerning the lin-
guistic expressions and their respective membership functions.
As a proof of concept we have given necessary definitions
and membership functions of the underlying fuzzy set theory
and thus were able to operationalize the model. Due to the
lack of exact solution methods in the area of linear fuzzy
programming, we have developed a Monte Carlo heuristic.

As one can see in Figure 2, our analysis shows that there
seems to be a linear relationship between the architecture m
and the security properties n. The overall security decreases
with increasing m whereas the overall security increases with
the increase of n. The reason for this is the following. In
order to reach a high security level in an OR connection, it
is sufficient that one single involved component has a high
security level which is in fact easier to realize at a high n
than at a low n. To get a high security level in an AND
connection, for every i = 1, . . . ,m the terms

∨ni

j=1Aij have
to possess a high security level which is harder to realize
at a high m than at a low m. Both conjenctures have been
statistically significant proven (see Table III) with a linear
regression analysis which has a high quality of fit (Multiple
R2 = 0.8197): the estimated coefficient of m shows a negative
value (β1 = −0.9181) whereas the estimated coefficient of n
is positive (β2 = 5.0966).

For a deeper evaluation, and to use the model in praxis
expediently, there are further investigations necessary in the
form of case studies with enterprises from which one can
derive budget restrictions, costs, security levels and structures
of highly distributed systems. To operationalize the AND and
OR operators, we have chosen the min and max operators
based on the ranking from definition 5. Another option for this
would be the use of intersection and union operators that are
established in the fuzzy set literature (e.g., Yager, Hamacher
or Dubois and Prade operators [23]). Plus, there might be
further requirements defined for a distributed system parallely
to the security, for instance, efficiency. This leads to a multi
criteria decision problem. In addition to these provisions, we
will develop other heuristics as well and evaluate them against
each other. Finally, we will increase the architecture m and the
security properties n to solve larger instances.
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