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Abstract

In double-sided markets for computing resources an optimal allocation schedule among job offers and
requests subject to relevant capacity constraints can be determined. With increasing storage demands
and emerging storage services the question how to schedule storage jobs becomes more and more
interesting. Snce such scheduling problems are often in the class NP-complete an exact computation
is not feasible in practice. On the other hand an approximation to the optimal solution can easily be
found by means of using heuristics. The problem with this attempt is that the suggested solution may
not be exactly optimal and is thus less satisfying. Considering the two above mentioned solution
approaches one can clearly find a trade-off between the optimality of the solution and the efficiency to
get to a solution at all. This work proposes to apply and combine heuristics in optimization to gain
from both of their benefits while reducing the problematic aspects. Following this method it is
assumed to get closer to the optimal solution in a shorter time compared to a full optimization.

Keywords: Decision Support System, Algorithms, Optimization, Market Engineering.
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1 INTRODUCTION

Numerous web 2.0 applications have shown that tisea® increasing demand for storage capacities
where data has to be available and accessiblentéanet permanently. Online video hosting and
streaming is getting more and more popular and tbanefore be referred as a good example.
According to comScore (2010) about 170 million W&inet users watched online videos and nearly
31 billion videos were viewed from US propertiegidg November 2009 alone. Among these the
most prominent online video platform YouTube dithiage almost 40% of all US online videos being
watched followed by Hulu.com with a share of onB6 &nd various other platforms with smaller
shares. Another example for increasing storageaddnm the age of web 2.0 is the social network
facebook. According to their own statistics facdb@ hosting more than 350 million active users,
where user generated content is updated on a badis. Here a major storage driver is certainly
uploading and sharing user photos. More than 2ldrbiphotos have to be stored on the facebook
platform each month (facebook, 2010). Also new medbgy innovations are about to benefit from
storage space which has to be available not ooBlliobut also on a global scope. On the occasfon o
the Consumer Electronic Show 2010 for example,ctraputer hardware manufacturer ASUS has
showcased future technology concepts, presentinty bwbile and stationary devices always
connected with the cloud. (see ASUS, 2010)

Besides the growing storage requirements from welad future web 3.0 applications, there are also
economic reasons for an increasing online storageadd: Carr (2005) has shown that 50% to 60%
of the data storage of corporately operated datteceis idle. With the emerge of storage clouts a
storage-as-a-service offerings it is now possiblsize-down these data centers and buy onlinegeora
whenever it is required by peak loads. Data cenfmration costs can therefore be cut down
significantly.

Another interesting observation has been done lp&yg et al. (2009): Due to expensive service
costs, content delivery networks (CDNSs) like AkamaiMirrorimage were only attractive to large
enterprises in past times. Being able to resostdoage cloud providers such content delivery nekwo
services are now also practicable for smaller simapanies as shown with MetaCDN.

Computing resources can be offered on centrallyaged markets, where the scheduling of resource
requests and offers becomes a major topic for nméion systems research. The crucial winner
determination problem, i.e. which requester obtaihat resource at what time, can be handled using
the exact run of an optimization program. Suchmjz@tion runs tend to be less useful in practice
since they simply take too long, where market attaréstics require high scaled order sizes to be
scheduled in seconds. Heuristic methods can overdte computational complexity of the exact
optimization problem by determining an approximatio the optimal solution in polynomial time.
This approach can be seen as less satisfying thaimte it constitutes only a suboptimal solution,
save when used in conjunction with the optimal eolv

Modern modeling languages and solvers allow thalifige of initial values into an optimization
program to improve a starting solution towards @ebesolution. Grabbing this idea and applyinqnit i
the domain of scheduling problems, the contributbthis paper is to introduce heuristic optimiati

— a method to use good heuristic solutions asalnitalue in an exact optimization run. The
computation performance (i.e. runtime and iterajois assumed to be better with heuristic
optimization than with convenient optimization rumghout providing starting values. In the line of
explanations an allocation algorithm that has tofdr a double-sided storage market is set up, a
corresponding greedy allocation scheme is applieidiwserves as basis for building up the heuristic
optimization method.

This work is structured as follows. In section 2ated work in the field of heuristic methods and
storage markets is presented. In Section 3 the Infisaheework is developed briefly and the heuristic
methods are explained in detail. A storage allocatroblem serves as basis for the model. A
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heuristic is set up in order to deliver initial wak which are required for the heuristic optimmati
method being explained gradually at the end ofi@e&. In the subsequent section 4, first simutegio
are run for chosen market sizes. Initial resulesaitically analyzed and compared. Finally, sato
summarizes and concludes the paper. Besides, fugbearch activities are addressed in an outlook.

2 RELATED WORK
2.1 Heuristic Methods

Approximation techniques are commonly used in dpmra research to get to a good solution when
being confronted with difficult problems (i.e. NBroplete or NP-hard). Such techniques are classified
as heuristic methods. With these approaches optymalannot be assured. (Winston and
Venkataramanan, 2003)

Zanakis et al. (1989) developed a scheme that wareg 442 research articles with respect to the
application area and the type of heuristic metheeHuThey have found that the most frequently used
methods for scheduling problems are in the clasmstuction’ followed by ‘improvement’
algorithms.

Construction methods — typically a greedy appraaalsed — aim to yield a good solution and often
focus on providing validity with the solution thhas to be reached. Improvement methods take a
given valid solution looking (iteratively) for a tber one.

For the underlying job scheduling problem in thaper, we stick to these two types of heuristic
methods, since they are easy to develop and implergst a simple greedy heuristic will be used to
get a good feasible solution (i.e. constructionhwod}. Then the greedy solution will serve as sigrti
value for the heuristic optimization method (iprovement method).

The basic form of the greedy heuristic being usettis work can be found in Lehmann et al. (2002).
StoRer et al. (2010) proposed to adjust the basiedy allocation scheme to fit for ‘double-sided
multi-attribute auctions with timeslots’.

2.2 Storage Services

Hasan et al. (2005) analyzed the evolution of gimiservice providers (SSP) from both perspectives -
technical and business. Economic incentives bothsllanges of outsourcing storage are worked out
briefly and in addition two case studies are preskn

Placek and Buyya (2006) determined the relevaribates for trading storage and setting up storage
policies to be storage capacity, upload rate, doachrate and time frame. For specifying storage job
requests and offers, we take this set of attribakéisping upload and download rates and replacing
them by the term ‘data transfer’ since storageisesvusually do not only price the capacity whigh i
used during a storage job but also the overall anoludata that is transferred while a job procéeds

3 THE MODEL FRAMEWORK

This section elaborates a market-based storageldaing model which allows agents to place their

bids in order to buy storage capacities and nodesupply storage space at which an automated
allocation mechanism decides if and which storagguest is optimally handled by which node.

Besides an associated heuristic counterpart iepred and together with the optimization model it

forms the basis for examining the performance dingpation tasks when the heuristic solution is set
as the initial value for running the optimization.

! For example: Pricing of Amazon Simple Storage Ber(Amazon S3). Available at http://aws.amazomis3/#pricing
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The next part presents the general setting of tloelein Section 3.2 shows the mathematical

representation of the storage optimization model &8 presents a greedy allocation scheme of the
model. This section is concluded with subsectioh Bhich introduces and explains the heuristic

optimization method.

31 The General Setting

There are two parties in the market where storpgeesis the central scarce resource to be traded:
Requesters who seek to maximize their privatetiesliby obtaining storage capacities and on the
other hand providers (i.e. datacenter managerd) ara willing to maximize their earnings by
supplying and selling storage services. A node N affier storage services up to its total storage
capacity limit. Furthermore it is assumed to hawa transfer limit which restricts the acceptanice
storage jobs. A Job J is essentially charactelliged storage request which has to be executedaover
certain time horizon. Providers and job requestesst at the storage market which is assumed to be
centrally managed.

All market participants are able to submit theidamfferings and job requests to a market mechanism
which collects them for a certain time period. Aftieis bidding phase a scheduler allocates theoffe
and requests according to a specific algorithms hharket mechanism can be compared to a bulletin
board where offers and requests are collected dinst after this a scheduler is responsible for
allocating and coordinating the jobs to the storsgwers. In accordance with Parkes et al. (20@&1) w
propose to use a sealed-bid mechanism which dtatethe market participants do not get to know the
requests or offers of the others. The schedulasssimed to have perfect information being able to
determine an optimal allocation schedule. Aftercesgsful allocation the market process can be
repeated. This is initiated by beginning a newdalfiecting phase.

A provider has to offer the storage services of ohi#s nodes in the following wayny{, s,, dn, fn,

[,,). In order to run the node a reservation pricenust be paid at least to the providgy.denotes the
maximum storage space which is available on a andeits total data transfer capability is specified
by d,. To cover the case that a node is not availablengluthe whole time horizon under
consideration storage providers must also providerination about the first periof), a node is
available as well as the last peripdbefore the node is shut down. A requester who svanbbtain
storage space must submit the following job burf{die s;, d;, f;, [;) to the market. Besides their
storage demand; and their valuatiorv; which is expressed in monetary units per storagé u
requesters must also provide information aboutitite transfed; which is needed for fulfilling a job.
All of these characteristics are valid for eachetisiot. Finally the requester has to state her time
preferences —i.e. firg} and last; time slot the storage request has to be performed.

Storage jobs can only be performed if enough stoeaygl data transfer capacity is left in all reqiiire
time periods on the assigned node. At this poiig important to emphasize that a node can handle
multiple storage jobs at the same time as londghastorage and data transfer capacity limitatieans a
well as the time restrictions are not exceededth@rother hand it is not allowed to separate anjibb
respect to its time or storage space dimensioattid tun on multiple nodes. The job is assumebeo
inseparable and thus it can only be performedsieritirety on one single node.

Noden | T Sn d, [n L, Jobj v; Sj d; fi l;
ni 1 137 193 1 8 i1 15 83 68 3 7
n2 3 155 138 2 7 2 1 52 155 5 10
n3 6 137 157 1 9 i3 3 61 86 2 8
na 2 74 125 1 10 4 19 59 81 1 3

i5 18 80 118 2 5
i6 14 58 108 3 6
i7 3 95 115 1 5
i8 8 28 109 2 7

Table 1. Sample node offers and job requests
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Example: Table 1 shows an exemplary market board of thegéomarket under consideration. Node
nl for example offers 137 storage space units anthhdf 193 units of data transfer for each period
in the time span from timeslot 1 to 8. Jaemands for 83 storage units and 68 units of datefer

in the time horizon from timeslot 3to 7.

3.2 Mathematical Representation

This subsection presents the exact algorithm terdene the optimal allocation in the storage market
The allocation is characterized by the binary denigariablex;,., wherex;,, = 1 if job j is allocated

to node n in phase t angl,, = 0 if not. The set of all phases for the allocatisalyem is defined as
the time horizom = {teN|f; < t< [JU {t e N|f, < t < [,}. With this definition jobs and
nodes lying out of the time horizon will not becalited and thus they can be neglected. Definirsg J a
the set of all job requests (storage demand) arak khe set of all defined storage nodes (storage
supply) the winner determination problem can behewattically represented in the following way:

J] N T

max W = 2 Z z SjXjnt [vj - rn] (o1
j n ot

Subiject to:
fists i<t vz, Vj€e ,ne N (Cc1)
N
Exjnt <1, xj €{0,1} VjieJ,teT (€2)

XintSj < Sn, Vvne N,teT (C3)

Xjntd; < dp, Vvne N,teT (c4)

)
)

l
z Zx,nu_ (- f]+1)2x]nt, VjEJteT (€5)

u=f; n

The objective Q1) represents an integer program of the allocatiomblpm which has to determine an
optimal allocation schedule in order to maximize tbtal welfare W. Assuming quasi-linear utility
functions of the requester and providers, welfaae be seen as the sum of the difference of the
requesters’ job valuations and the providers’ researice. So the goal is to assign the cheapest
possible node to the most valuable job.

Constraint C1) allows for an allocation only if it is feasibleittv respect to job-time accessibility
(fi = t < [;) and resource availability;{ < t < [,,). Hence, a job can only be allocated if its time
span corresponds with the time horizon of the ndtie. profitability statementy{ > 1) ensures that
the requester’s willingness to pay is not beingeexied by the reserve price which would lead to a
negative contribution.G2) states that a job can maximally be handled byrmde at the same time.
(C3) and (C4) specify the resource constraints. The storagedatal transfer capacities of a certain
node cannot be exceeded by the respective capadityrements of all of its assigned jobs together.
Constraint C6) defines that a job can only be allocated if ifuiby executed in all requested time slots
and rejected if this is not possible.

This allocation problem is a special case of thdtigle Knapsack Problem (MKP). Chekuri and
Khanna (2006) argue that MKP is NP-complete. Sithege problem at hand is more complex than
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MKP solving it to optimality by use of a completaueneration is clearly also NP-complete, thus
computationally intractable in practice where usangl market characteristics prefer to obtain a
solution in relatively short time periods. An oftapplied approach to deal with the above mentioned
computational hardness is to use heuristic condgaptsder to get a solution near optimality in ghor
time periods and with considerably less computagifforts. A heuristic counterpart of this allocatio
problem is presented in the next subsection.

33 Greedy Heuristic

In order to obtain a good approximation in termghaf optimal objective function value in a timely
manner and especially with respect to the consts&nh(C1) — (C5) a feasible first allocation scheme
which subsequently will serve as initial value fonning a complete enumeration of the integer
program, a simple greedy heuristic is set up withfollowing rules.

Palicy: Allocate the job with the highest valuation to the node offering its services at the lowest reserve price.
Allocation:

1. Sort jobs j € J in descending order of their valuations and nodes
n € N in ascending order of their reserve prices.

2. Start with the most valuable job j and allocate it to the node n
with the lowest reserve price at which an allocatio n is feasible
subject to the technical constraints ( Cl)—-( ©5).

3. Repeat step 2 with the next highest j € (J — 1) until there is no more

job left to allocate.

Box 1: Three steps for performing the heuristic greedy allocation.

The approach of this heuristic is to maximize tliféertence between the valuation of a job and the
reserve price [i.ev; —n, in objective function@1)] of a node per unit of storage and time for each
job allocation by sorting job requests and nodersfas indicated in box 1.

Example: After sorting the exemplary market board from abasealescribed in the heuristic rules the
optimal allocation can be shown as in table 2 presk The heuristic proposes to implement five jobs
out of seven. Jobs j2, j3 and j7 are not perforatedll, since there are no more resource capadbities
to cover these low valuation jobs. The heuristieldé an objective value 7" = 15,745 where
the exact optimal solution performs wiki°?t = 16,871. In this example the heuristic implements
the same jobs as the exact optimization but thigrasent to the nodes is handled differently which
yields a good but still suboptimal objective vafaethe heuristic solution.

X j1 j2 i3 j4 j5 6 i7 i8
nl 0 0 0 1 0 1 0 0
n2 0 0 0 0 1 0 0 0
n3 1 0 0 0 0 0 0 0
n4 0 0 0 0 0 0 0 1

Table 2: Heuristic allocation schedule
34 Heuristic Optimization

This section presents the combined approach ofgusauristic solutions as starting values in the
optimization run. An initially derived heuristiclatation schedule can be given over to the integer
program as initial value. From this starting pothe solver is assumed to improve the given
suboptimal result towards a better optimal solutibime performance of this attempt can be compared
to a benchmark optimization where the same markatcis being optimized without using initial
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values. The following steps explain the procedulgciv has to be accomplished in order to run a
heuristic supported optimization in detail.

For a given market board the following steps haveet performed:

1. Use a modeling language in order to set up theifspediocation problem. Optional: For
comparability purposes a benchmark optimizatiorheuit the existence of initial values can
be executed.

2. Apply the heuristic to the given market board aswahin box 1. At this step it is important to
ensure that the decision variables can be delivered proper format to be handled by the
modeling system and solver.

Insert the heuristic allocation schedule as ing@nario to the previously created model.

Run the program and optionally compare the reswith the benchmark and heuristic
solutions.

Example: At first a benchmark optimization upon the aboventioned market board is computed.
The heuristic decision schedule presented in falideimplemented as initial allocation to the irgeg
program. The optimization task is being executeewaror this small scale problem the heuristic
supported optimization improves the initial valueertually yielding the same optimal allocation
schedule and objective value as the benchmark matiion does. The number of iterations is the
same for both optimization tasks. Since the examoplers only a small market the benchmark as well
as the heuristic optimization can be computed widgconds. Comparing the time requirements of
both optimization tasks however reveals an intergsesult: The heuristic optimization requiresyonl
about 60% of the time which is needed in orderalowdate the benchmark optimization. Projected to
greater sized markets this can lead to huge cortiputdame differences between the two optimization

types.
These first results encourage to intensify reseaftdrts in the direction of heuristic optimization

methods. It is particularly interesting to see hmwnputation time and iterations perform with larger
sized problems. Initial results for more diversekeasizes are presented in the following section.

4 SIMULATION

This section presents initial results of first siation rounds running GAMS/CPLEX on an Intel Xeon
5335 Processor with 2 GHz and 2 GB of memory.

41 Data creation

Different scenarios with varying market sizes aneutated where the market size of 10 indicates that
10 jobs (nodes) are requested (offered) on the ehailkhe resource capacities are drawn from a
normal distribution whereas the valuations are amnify distributed. In order to keep the scenarios
comparable the same distribution characteristigdyaim every scenario. Furthermore only positive

values are allowed. Table 3 shows the chosen @smeration parameters at a glance.
Par ameter Resour ce Requesters | Resource Providers

Market sizi 10,20,50, 100, 20

Storagesface Normal(75,15) Normal(10(,15)

Data transfe Normal(9G,20) Normal(14(,2C)

Valuatior Uniform(1,20) -

Reservation pric - Uniform(1,13)

Table 3: Parametersfor data generation

Without the loss of generality the first simulatsoof the allocation problem are solved for a discre
single period. Hence, for the sake of simplicitg timulated markets are optimized with a time-
horizon-reduced algorithm. Since there are no timieration restrictions relied on the CPLEX solve
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it can run until an optimal solution is being found the following section the performance of the
heuristic optimization is compared to the benchnugotkmization.

4.2 Initial results

Subsequently first simulation results are presergechparing the performance of the heuristic
optimization approach to a convenient benchmarkikition run.

7 5000 -

m Benchmark Optimization 1500 m Benchmark Optimization

Heuristic Optimization 4000 Heuristic Optimization

6 -

° 3500

Iterations
Moo W
(=] v (=]
o o o
o o O

Runtime in seconds

2 — 1500

. 1000 I
500
NN I tEE . I ‘ ‘ 0 ‘ _ mmem

10 20 50 100 200 10 20 50 100 200

Market size (node offers & job requests per side) Market size (node offers & job requests per side)

Figure 1: Runtime Evaluation Figure 2: CPLEX Iterations

Figure 1 shows the runtime of both approachesdoh enarket size. Considering only the benchmark
optimization and comparing the runtime for markees 100 and 200, the hardness in computing the
exact model can clearly be seen. While only abmat second is needed in order to complete the
optimization run for 100 offers and requests, thma procedure needs GAMS/CPLEX to take more
than 6 times longer for a double market size. Acdet000 nodes and jobs takes already about 30
minutes of runtime, which is 1800 times higher thiaa optimization in a market with 100 offers and
requests. More interestingly the comparison of herark to heuristic optimization reveals new
insights and first speculations: The heuristic optation performs better in each scenario. For towe
scaled scenarios (market size 100 and below) tlselate difference seems not to be so great.
Comparing the relative performance of the heurieptmization to the benchmark for these small
problems it can be shown that the heuristic peréo28fo faster on average than the benchmark does.
For greater market boards (200 and above) therdifte seems to be more striking. The heuristic
optimization requires only about 69% of the runtimieich is required in order to run its benchmark
counterpart. For an order size of 1000 nodes absl floe relative difference is even getting greater.
While the benchmark requires about 30 minutes atime the heuristic optimization does only need 9
minutes.

Figure 2 shows a similar picture for the iteratiomsich are required by CPLEX to complete an
optimization run. For scenarios with market sizeabd 20 the iterations are negligibly small whereas
the iteration requirement is getting pushed sigaiftly with increasing market size, which indicates
again the computational complexity of the exacbatgm. Surprisingly considering the market size
50 for both optimization runs the same 251 iteretiare required. A first answer to this except®n i
that CPLEX seems to optimize market boards of aetasize with a complete enumeration, not only
with the market size of 50 but also with a marke¢ ®f 10 and 20. Considering the order size of 100
the benchmark needs 1268 iterations while withhéeristic optimization approach 1084 iterations
are sufficient. Again, considering 200 nodes ars jthe difference is getting significantly greathwi
4477 iterations for the benchmark compared to 3@t&tions for the heuristic optimization. With
1000 order sets the solver already needs 685%tides for the benchmark and about 53092 iterations
for its heuristic optimization counterpart.
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Heuristic Objective Heuristic Optimized Optimal Benchmark
Market Size (Initial Solution) Objective Objective
10 2209 3785 3785
20 10568 11004 11078
50 22639 23844 23932
100 45125 45961 46516
200 87515 90024 91984

Table 4: Comparison of the average objective function values

Another interesting observation can be done by @mng the averaged objective function values of
the initial solution and the optimal objective valof the heuristic optimization to the benchmark
values, as shown in table 4. The heuristic optittomamodel indicates three cases of improving the
initial values of a heuristic optimization model:

e A suboptimal initial solution is improved until thgdobal optimum (benchmark objective) is
reached. (Compare with market size 10 in table 4)

« A suboptimal initial solution is improved until adal optimum (heuristic optimized objective)
is reached. The local maximum is closer to the glaine but remains still suboptimal.
(Indicated by market sizes 20, 50, 100 and 20@atiet4)

Besides there is another case possible for singl@lation scenarios:

e A suboptimal initial solution is not being improve@ihe program output contains the same
schedule as its heuristic initial allocation scHedu

While the first two cases as well as the time aadhtion performance of the heuristic optimization
approach encourage further research activitiesim direction the third case can be seen as rather
deflating. However, with this result different raseh questions (dealing with the reasons for this
situation and if and how to handle it) can be brdug.

5 CONCLUSION & OUTLOOK

This research-in-progress paper has presentedstiewptimization — the idea of including heuristic
solutions as initial value into a full optimizatipnogram where a storage allocation problem wal$ bui
up in order to serve as basis for this approadhallivalues have been created by using an adequate
greedy heuristic and delivered to the integer @ogto be optimized. First simulations have shown
that the idea can contribute the optimization pdoce to be done in a shorter time with less itereti
than the benchmark optimization requires. We wdildkel to support this result by extending the idea
as well as the model in future research papersoging to consider the following ideas and research
questions.

The evaluation of heuristic optimization approactes be enhanced and the model per se extended in
several ways. First it seems obvious to intensifyutation efforts for the single period model. Sipéc
attention can be relied on running multiple simolatrounds for each order set with a greater set of
market scenarios and different job / node competitratios. A next step is to examine the
performance of the heuristic optimization attembiew the time horizon is incorporated which will
clearly increase the computational hardness.

A second direction for obtaining new insights isnodify the model at hand. Goal programming
approaches can be implemented in order to optifoizdifferent objectives within the same program.
Such additional objectives can deal with the miaatibn of operating costs and especially energy
costs which are seen as a major cost driver forabipg datacenters. Moreover the presented approach
can be applied to and evaluated with other scheglubr more generally optimization problems.
Experiments can contribute to explain how the appnoperforms with more complex types of
allocation problems.
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Another question arises by considering other hecsisThe idea is to run simulations with changing
heuristics as initial solution and compare the grenfince of these. Besides the greedy heuristie ther
are other heuristics with different properties klde for testing the heuristic optimization appfoa

It is from particular interest to work out if theetristic under consideration inherits its propertie
the optimization procedure. It is aimed for clagei different heuristics with respect to their
behaviour within the heuristic optimization model.

As shortly indicated at the end of the previoustisacit may also be analyzed in which ways the
initial allocation is improved and more interestingvorked out the reasons for the potential inertia
situation of the heuristic starting values whicle aot improved by the solver within the heuristic
optimization run.

This paper is concluded with a summary of the firrim results and contributions:

e Using heuristic determined allocation scheduleisitial value in an optimization run can lead
to considerable time and iteration savings esfdgdial larger scale problems compared to an
optimization task without providing initial values.

* The performance of the heuristic optimization seéondepend heavily on the quality of the
initial allocation. With bad starting values whiele far away from global optimality the
performance results for certain simulation scesasigem to be comparable with a benchmark
optimization.

* Mainly with larger scale problems, for certain sméos the heuristic starting values may
seemingly constitute a local optimum which is irdéd by the solver getting stuck without
improving the initial solution.

« The case of improving the initial values towardsuboptimal local optimum (not global) is
also possible.

All of these results are subject to further redeaitorts in order to be able to provide a moreegah
conclusion.
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